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Abstract

High time resolution of ultra wideband (UWB) signals facilitates very precise positioning capa-
bilities based on time-of-arrival (TOA) measurements. Although the theoretical lower bound for
TOA estimation can be achieved by the maximum likelihood principle, it is impractical due to
the need for extremely high-rate sampling and large number of multipath components. On the
other hand, the conventional correlation-based algorithm, which serially searches possible signal
delays, takes a very long time to estimate the TOA of a received UWB signal. Moreover, the first
signal path does not always have the strongest correlation output. Therefore, first path detection
algorithms need to be considered. In this paper, a two-step TOA estimation algorithm is pro-
posed. In order to speed up the estimation process, the first step estimates the rough TOA of the
received signal based on received signal energy. Then, in the second step, the arrival time of the
first signal path is estimated by considering a hypothesis testing approach. The proposed scheme
uses low-rate correlation outputs, and is able to perform accurate TOA estimation in reasonable
time intervals. The simulation results are presented to analyze the performance of the estimator.
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ABSTRACT plement UWB systems ([2]-[6]). In an IR system, a train of

pulses is sent and information is usually conveyed by the po-

High time resolution of ultra wideband (UWB) signals fa- .. X ;
cilitates very precise positioning capabilities based on time'tion or the polarity of the pulses, which correspond to Pulse

of-arrival (TOA) measurements. Although the theoreticalpOSition Modula’gion (PPM) and Binary Phase Shift Keying
lower bound for TOA estimation can be achieved by theleFr SK): Féspectively. In order to prevent catastrophic col-
Siisions among different users and thus provide robustness

maximum likelihood principle, it is impractical due to the ; ; . . )
need for extremely hi%h-ra?e samplingpand large number (%gamst multiple-access interference, each information sym-

: ; ol is represented by a sequence of pulses; the positions of
multipath components. On the other hand, the convention o >
correlation-based algorithm, which serially searches poss e pulses within that sequence are determined by a pseudo-

ble signal delays, takes a very long time to estimate the TO andom time-hopping (TH) sequence specific to each user

of a received UWB signal. Moreover, the first signal path ]

does not always have the strongest correlation output. There- The high time resolution of UWB signals facilitates very
fore, first path detection algorithms need to be considered. Iprecise TOA estimation, as suggested by the Cramer-Rao
this paper, a data-aided two-step TOA estimation algorithniower bound. However, in practical systems, the challenge
is proposed. In order to speed up the estimation process to perform this estimation in a reasonable time interval us-
the first step estimates the rough TOA of the received signahg low-rate correlation outputs.

based on received signal energy. Then, in the second step, the . . L
arrival time of the first signal path is estimated by consider;qgi-{rr]'riscg?gebrg{ﬁnsﬂb?g{%iﬁ'%%’g?g:ﬂié%ﬁhegjggsg%ne:rléh
ing a hypothesis testing approach. The proposed scheme u . ; .

low-rate correlation outputs, and is able to perform accuratgmorlg thousands of bins, which results in very slow TOA

TOA estimation in reasonable time intervals. The simulation stimation [7]. In order to speed up the process, differ-

results are presented to analyze the performance of the esfit seharch strategies, such as random searlc;h or bit reversal
mator. search, are proposed in [8]. In [9], a generalized maximum

Index Terms—Ultra-wideband (UWB), impulse radio likelihood (GML) estimation principle is employed to obtain

; ; A g iterative solutions after some simplifications. However, this
gg%i’c;[;]m;gtfhfg\gaflrgg%'?n?;t('ml\a/gon’ statistical change de approach requires very high rate sampling, which is not prac-

tical in many applications. An alternative to the GML-based
approach is a low complexity non-data-aided timing offset

1. INTRODUCTION estimation technique based symbol-ratesamples based

on the novel idea of “dirty templates” [10]-[13]. The main

Since the US Federal Communications Commission (FCCllisadvantage of the timing with dirty templates (TDT) algo-
approved the limited use of UWB technology [1], communi-rithm is that its TOA estimate will have an ambiguity equal
cations systems that employ UWB signals have drawn cornte the extent of the noise-only region between consecutive
siderable attention. A UWB signal is defined to be one thatymbols.

possesses an absolute bandwidth larger tt@MHz or a In thi wo-sten TOA estimai |
relative bandwidth larger than 20% and can coexist with in-__ ;1 tIS Paper, We propose a two-step estimation al-

cumbent systems in the same frequency range due to its |ar§?rlthm. In order to speed up the estimation process, the first

spreading factor and low power spectral density. UWB techS ep estimates the rough TOA of the received signal based on

nology holds great promise for a variety of applications suc)?.ece'Ved signal energy. Then, in the second step, the arrival

as short-range high-speed data transmission and precise [J1€ Of the first signal path is estimated from low-rate corre-
cation estimation ation outputs by considering a hypothesis testing approach.

Commonly, impulse radio (IR) systems, which transmit  The remainder of the paper is organized as follows. Sec-
very short pulses with a low duty cycle, are employed to im+ion Il describes the transmitted and received signal models
in a frequency-selective environment. The two-step TOA es-

OThis research was supported by Mitsubishi Electric Research Laborgs ; ; ; ; i ; inh i -
tories, Cambridge, MA, in part by the National Science Foundation undeftlmatlon algorlthm is considered in Section IIl, which is fol

grant ANI-03-38807, and in part by the New Jersey Center for Wireless[owed by simulation results in Section IV, and concluding
Telecommunications. remarks are made in the last section.




2. SIGNAL MODEL

3. TWO-STEP TOA ESTIMATION ALGORITHM

We consider a BPSK TH-IR transmitted signal represente@®ne of the most challenging issues in UWB TOA estima-

by:

Stx(t) = \/E Z aj b[j/ij Wiy ( —ij - CjTC>7 Q)

j=—o0

wherew(t) is the transmitted UWB pulse with duration
T., E is the transmitted pulse energy; is the “frame” time,
andb|;/n,) € {+1,—1} is the binary information symbol.
In oréer to smooth the power spectrum of the transmitte
signal and allow the channel to be shared by many use

without causing catastrophic collisions, a time-hopping (TH)

sequence; € {0,1,..., N, — 1} is assigned to each user,
where N, is the number of chips per frame interval; that is,
N. =Ty /T,. Additionally, random polarity codes,’s, can
be employed, which are binary random variables takirig

with equal probability, and are known to the receiver. Use
of random polarity codes helps reduce the spectral lines in

the power spectral density of the transmitted signal [14] an
mitigate the effects of MAI [15].
Consider the following channel model

L
h(t) = Zalé(t — (I = 1T, - Troa), 2)
=1

whereq; is the channel coefficient for thgh path, L is the
number of multipath components, angoa is the TOA of
the incoming signal.

From (1) and (2) and considering the effects of the anten-

nas, we can express the received signal as
L
r(t) = Z VE asix(t — (1= 1)T. — Troa) + n(t), (3)
=1

wheres,(t) is given by

oo

sex(t) = Z a; b[j/NwarX(t =Ty — CjTC)v

j=—o0

(4)

with w,(¢) denoting the received UWB pulse with unit en-
ergy.

tion is to obtain a reliable estimate in a reasonable time inter-
val under the constraint of sampling rate. In order to have a
low power and low complexity receiver, one should assume
low sampling rates at the output of the correlators. How-
ever, when low rate samples are employed, the TOA esti-
mation can take a very long time. Therefore, we propose
a novel two-step TOA estimation algorithm that can perform
TOA estimation from low rate samples (typically on the order
&)f hundreds times slower sampling rate than chip-rate sam-
I;%Iing) in a reasonable time interval. In order to speed up the
estimation process, the first step estimates the coarse TOA of
the received signal based on received signal energy. Then,
in the second step, the arrival time of the first signal path is
estimated by considering a hypothesis testing approach.
Express the TOAroa in (3) as

Tr0A = KTt = kT + kT, (6)
Wherek € [0, N,—1] is the TOA in terms of the chip interval
T., Ty is the block interval consisting d# chips ([, = BT.),
andk, € [0, N./B — 1] andk,. € [0, B — 1] are the integers
that determine, respectively, in which block and chip the first
signal path arrives.

The two-step TOA algorithm first estimates the block in
which the first signal path exists; then it estimates the chip
position in which the first path resides. In other words, it can
be summarized as:

e Estimatek; from received signal strength (RSS) mea-
surements.

e Estimatek. (equivalentlyk) from low rate correlation
outputs using a hypothesis testing approach.

3.1. First Step: Coarse TOA Estimation from RSS Mea-
surements

In the first step, the aim is to detect thearsearrival time
of the signal in the frame interval. Assume, without loss of
generality, that the frame timé; is an integer multiple of
Ty, the block size of the algorithm; that i8; = N,T5.

In order to have reliable decision variables in this step,
energy is combined fronV; different frames of the incom-

Assuming a data aided TOA estimation scheme, we coning signal for each block. Hence, the decision variables are

sider a training sequence 6f = 1 Vj. Then, (4) can be
expressed as

sx(t) = Y ajwn(t — Ty — ¢;T0). (5)

j=—o00

We assume, for simplicity, that the signal always arrives

in one frame durationTroa < TY), and there is no inter-
frame interference (IF1); that i)y > (L + cmax)Te (€QUiV-
alently, N, > L + cpax), Wherecy, .« is the maximum value
of the TH sequence. Note that the assumptionefa < 7’
does not restrict the validity of the algorithm. In fact, it is
enough to haveroa < T for the algorithm to work when

the frame is large enough and predetermined TH codes a

employed. Moreover, even ifroa > T, an initial energy
detection can be used to determine the arrival time within
symbol uncertainty before running the proposed algorithm.

expressed as

Ni—1
=0
fori =0,...,N, — 1, where
J Ty 4(i+1)To4-c; Te )

Vo= [ RO

JT+iTy+c;Te

Then,k, in (6) is estimated as

ky =arg max Y;. (9)

0<i<N,—1

LFor simplicity, the TOA is assumed to be an integer multiple of the chip
durationT.. In a practical scenario, sub-chip resolution can be obtained
By employing a delay-lock-loop (DLL) after the TOA estimation with chip-
level uncertainty [16].



In other words, the block with the largest signal energy is
selected.

The parameters of this step that should be selected appr
priately are the block sizé&, (V,) and the number of frames
Ny, from which energy is collected.

3.2. Second Step: Fine TOA Estimation from Low Rate
Correlation Outputs | | : — ; |

After determining the coarse arrival time from the first step,'_T s RN
the second step tries to estimdtein (6). Ideally, k. €
[0, B — 1] needs to be searched for TOA estimation, which
corresponds to searchitge [k, B, (ky, + 1)B — 1], with k
obtained from (9). However, in some cases, the first signa
path can reside in one of the blocks prior to the strongest on
due to multipath effects. Therefore, instead of searching
single blockk € [k, B — My, (ky, 4+ 1) B — 1], with M, > 0,
can be searched for the TOA in order to increase the probs
bility of detection of the first path. In other words, in addition
to the block with the largest signal energy, we can perform ai
additional backwards search ovif; chips. For notational
simplicity, leti/ = {ns,ns + 1,...,n.} denote the uncer-
tainty region, where,, = k, B— M; andn, = (k,+1)B—1
are the start and end points.

In order to estimate the TOA with chip-level resolution,
we consider correlations of the received signal with shifted_. ) L
versions of a template signal. For del&., we obtain the Fig. 1. llustration of the two-step TOA estimation algo-

i i rithm. The signal on the top is the received signal in one
following correlation output frame. The first step checks the signal energyinblocks
iTo4+N2Ty and chooses the one with the highest energy (Although one
2 = / 7(t)Stemp (t — 1T%) dt, (10) frame is shown in the figure, energy from different frames
iTe can be collected for reliable decisions). Assuming that the

. . .__third block has the highest energy, the second step focuses
whereN; is the number of frames over which the correlation,, s piock (or an extension of that) to estimate the TOA.
output is obtained, anslen;,(t) is the template signal given e 70omed version of the signal in the third block is shown

by on the bottom.
No—1

Stemp (t) = Z ajwex(t — jT5 — ¢;T¢). (11)
j=0

Due to very high resolution of UWB signals, it is appro-

From the correlation outputs for different delays, the aim riate to model the channel coefficients approximately as

is to determine the chip, in which the first signal path had’
arrived. By appropriate choice of the block interdgland

M, and considering large number of multipath components 1 = difon],

in the received signal, which is typical for indoor UWB sys- dily|, p

tems, we can assume that the block starts with a number of @ = {O 1—p I=2,...,np —ns+1,
chips with noise-only components and the remaining ones ’ (13)

with signal plus noise components, as shown in Figure 1.
Assuming that the statistics of the signal paths do not chan
significantly in the uncertainty regidd, we can express the
different hypotheses approximately as follows:

q}\e/herep is the probability that a channel tap arrives in a given
chip, d; is the sign ofc;, which is+1 with equal probabil-
ity, and |oy| is the amplitude ofy;, which is modelled as a
Nakagamim distributed random variable with parameter

Ho :  zi=mn;, = MNsy -1 that is [17],

Hi @ zi=mn, 1="Ng, ..., k—1,

2= NoVE i g1 +m, i=k,...,n5 (12) p(a) = % (g)mcyzm’le’"ﬁ2 , (14)
m

for k € U, wheren;’s denote the i.i.d. output noise dis-

tributed as\'(0, 02) with 02 = NoNp/2, 0, ..., 0,1 TOra > 0, m > 0.5 andQ > 0, wherel is the Gamma

are independent channel coefficients, assumingns+1 <  function [18].

L, andny = n. + M, with M, being the number of correla- From the formulation in (12), it is observed that the TOA
tion outputs that are considered out of the uncertainty regioastimation problem can be considered as a “change detec-
in order to have reliable estimates of the unknown parametet®n” problem [19]. Let# denote the unknown parameters
of a. of the distribution ofw; that is,0 = [p m Q]. Then, the



log-likelihood ratio (LLR) is calculated as Let p1(z) and pa(z), respectively, denote the distribu-
o tions of) and N> v/E d|a| + 1. Then, the generalized LLR
77 (0) = Z log po(zi|Hk) (15) for the kth hypothesis is given by
i=k

p(zilHo) ’

nf
nEoay p2(2k) pp2(2i) + (1 —p)p1(2)
where pg(z;|H},) denotes the probability density function Sy, (8) = log p1(21) + Z log (1) ’
(p.d.f.) of the correlation output under hypothesis and =kl

with unknown parameters given I8y andp(z;|H,) denotes (23)
the p.d.f. of the correlation output under hypothésis wher
Sinced is unknown, its ML estimate can be obtained firstV"€"® 1 =2
for a given hypothesi${(;, and then that estimate can be used p1(z) = e 2n (24)
in the LLR expression. In other words, the generalized LLR V2non,
approach [19] can be taken, where the TOA estimate is eXnd
pressed as v = ( 1 22>
2 nf z) = e 22 ®(m,=;— |, 25
k= argmax S} (Bar. (k). (16) P2 = e yw) &
where A with
01 (k) = argsup S, (). 17 —m
mr(k) g BP i (0) (7) A 2/7T(2m) <4+2EN2QQ)
N==—5 " ,
However, the ML estimate is usually very complex to cal- ! I'(m)I'(m + 0.5) mo?
culate. Therefore, simpler estimators such as the method of Ao o2
moments (MM) estimator can be employed to obtain those vy = 20, <1 + QmENHQQ> ) (26)
2

parameters. Theth moment of a random variablé having

Nakagamim distribution with parametef is given by and ® denoting a confluent hypergeometric function given

n by [18
Efxn} = Lmtn/2) <Q> " (18) s
I'(m) m ' L Brxz  Bu(fL+1)a?
OO Bia) =1+ Gt G Gmr Do
Then, from the correlator outputs:;};7, . |, the MM es- 2o e s
timates for the unknown parameters can be obtained after Bi(Br+1)(B1 +2) 2° 27)
some manipulation: B2(B2 +1)(B2 +2) 3!
N2 293 — s 293 — s Note that the p.d.f. oN,/E d is obtained
__nr —RT g _ShrTm p.d.f. aiV, |a| +n, p2(2), is obtaine
PAIM = g e MM = T T e S > from (14), (24) and the fact thatis +1 with equal probabil-
(19) ity.
After some manipulation, the TOA estimation rule can be
where expressed as
A 1 2
N = s (2 — 03), ) 2
EN3 k = argmax< log {1/1@ (m,0.5; Zk)}
A 1 [ — 30_4 5 5 keu Vo
’y2 = E2N4 ( 71 n o _ GENQUn) 5 ng 22
| 2 o 1508 + Z log [puﬁb <m,0.5; V’) +1 —p} } (28)
A 6 — n 2 a7 2 2 4 £ 2
V3= NG ( o — 15E°Nyyq0, — 45EN, an) , i=k+1
(20)

3.3. Additional Tests

with 11; denoting thejth sample moment given by Note that the formulation in (12) assumes that the block al-

ny ways starts with noise-only components, and then the sig-

1 Z i 1) nal paths start to arrive. However, in practice, there can be
Hi = ny—k i cases where the first step chooses a block consisting of all
noise components. By combining a large number of frames;

Then, the index of the chip having the first signal paththat is, by choosing a larg¥, in (7), the probability of this

i=k+1

can be obtained as event can be reduced considerably. However, very lafge
also increases the estimation time; hence, there is a trade-
k = argmax S, (8rras(K)), (22)  off between the estimation error and the estimation time. In
keu order to prevent erroneous TOA estimation when a noise-

only block is chosen, a one-sided test can be applied us-
ing the known distribution of the noise outputs. Since the
noise outputs have a Gaussian distribution, the test reduces

2Note that the dependence f 7, masas and€2p,a; on the change 1O comparing the_ average energy of the outputs after the es-
positionk is not shown explicitly for notational simplicity. timated change instant to a threshold. In other words, if

WhereBMM(k) = [pMM My M QMM] is the MM estimate
for the unknown parametéts




nf—lic+1 >_7. 27 < &1, the block is considered as a noise-
only block and the two-step algorithm is run again.

Another improvement of the algorithm can be obtained
by checking if the block consists of all signal paths; that
is, the TOA is prior to the current block. Again, by fol-
lowing a one-sided test approach, we can check the aver-
age energy of the correlation outputs before the estimated
TOA against a threshold and detect an all-signal block if the
threshold is exceeded. However, for very small values of the
TOA estimatek, there can be a significant probability that
the first signal path arrives before the current observation re-
gion since the distribution of the correlation output after the
first path includes both the noise distribution and the signal
plus noise distribution with some probabilities as shown in
(13). Hence, the test may not work although the block is an
all-signal block. Therefore, some additional correlation out-
puts beforek can be employed as well when calculating the
average power before the TOA estimate. In other words, if

m Zf’;ﬁ _w, % > 02, the block is considered as an
—MNs 3 s
all-signal

block, wherél/; > 0 additional outputs are used Fig.

T T T
—=&— CM-1: Residential LOS
—©&— CM-2 : Residential NLOS}|
—<— CM-3: Office LOS

“— CM-4: Office NLOS

A CEERT

SNR (dB)

2. Root mean square error (RMSE) versus signal-to-

depending Oriﬂ. When it is determined that the block con- noise ratio (SNR) for four different IEEE 802.15.4a channel

sists of all signal outputs, the TOA is expected to be in ondénodels. The averages oveb0 realizations are plotted for
of the previous blocks. Therefore, the uncertainty region i€ach model.

shifted backwards, and the change detection algorithm is re-
peated.

tions. More accurate results can be obtained by employing

4. SIMULATION RESULTS

In this section, we perform simulations in order to eval-
uate the performance of the estimator over realistic IEEE
802.15.4a channel models [17]. We consider residential and
office environments with both line-of-sight (LOS) and non-
line-of-sight (NLOS) situations.

In our simulation scenario, the signal bandwidth is
7.5GHz and the frame time of the transmitted training se-
quence300ns. Hence, we consider an uncertainty region o
2250 chips, and divide the region inty, = 50 blocks. The
number of pulses, over which the correlations are taken i
the first and second steps is givenBy = 50 and N, = 25,
respectively. AlsaM; = 180 additional chips prior to the

different parameters in different scenarios.

5. CONCLUSIONS

In this paper, we have proposed a two-step TOA estimation
algorithm, where the first step uses RSS measurements to
quickly obtain a rough TOA estimate, and the second step
uses a change detection approach to estimate the fine TOA
f the signal. The proposed scheme relays on low-rate corre-
lation outputs, but still obtains a considerably accurate TOA
gstimate in a reasonable time interval, which makes it very
practical for UWB systems.

The future work includes optimization of the estimator

uncertainty region determined by the first step are includefarameters, such ds,, by considering the statistics of the

in the second step.

The estimator is assumed to haMeparallel correlators
for the second step. In a practical setting, the estimator can
use the correlators of a RAKE receiver that is already present
for the signal demodulation, arid is a conservative value in
this sense.

In Figure 2, root mean square errors (RMSES) are plotted
for different signal-to-noise ratios (SNRs) for four different

channel models. When the SNR is high enough, very ac-[2]

curate TOA estimates can be obtained. Due to the different
characteristics of the channels in residential and office envi-
ronments, the estimates are better in the office environment.

Namely, the delay spread is smaller in the channel models for3]

the office environment. Moreover, as expected, the NLOS
situations cause increase in the RMSE values.

Each TOA estimation is performed in approximate!§2
millisecond. Because we did not employ any additional tests
after the TOA estimate, which are described in Sub-section

3.3, and used the same parameters for all the channel model§4]

the estimation time is the same for all the channel realiza-

channel parameters defined by the IEEE 802.15.4a channel
committee.
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