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Abstract
The latest H.264/AVC video compression standard promises significantly higher compression
efficiency than prior standards. H.264/AVC achieves coding gains through a rich set of ad-
vanced coding tools including variable block size motion compensation, quarter-pel motion
compensation and long-term memory motion compensation [1]. However, with so many cod-
ing options available, it has become extremely challenging to efficiently choose the coding
parameters, including motion vectors and prediction modes, such that near optimal compres-
sion efficiency is achieved [2,3]. In literature, various attempts have been made in order to
reduce the complexity of mode decision and motion estimation. Zhou et al. [5] proposed to
determine initial search center based on the correlation between motion vectors of different
block sizes. Fast motion estimation algorithms such as EPZS [6], UMHexagonS [7], and SEA
[8] have been proposed to reduce the number of searching points in motion estimation, while
the recent-biased search [9] and forward motion trace [10] have been introduced to reduce the
complexity of long term memory motion compensation. A mode decision algorithm based on
a coarse-to-fine approach [11] has been proposed assuming a monotonic rate-distortion (RD)
relation across block sizes. Despite these efforts, further complexity reduction is still very
desirable for practical applications. In this work, we propose a new hierarchical complexity
control framework to efficiently control the complexity of encoding process, with focus on mo-
tion estimation and mode decision algorithms. The goal is to provide a complexity scalable
encoder that may be applied to various applications.
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1. INTRODUCTION 
 
The latest H.264/AVC video compression standard promises significantly higher compression efficiency than prior 
standards. H.264/AVC achieves coding gains through a rich set of advanced coding tools including variable block size 
motion compensation, quarter-pel motion compensation and long-term memory motion compensation [1]. However, 
with so many coding options available, it has becomes extremely challenging to efficiently choose the coding 
parameters, including motion vectors and prediction modes, such that near optimal compression efficiency is achieved 
[2,3]. In literature, various attempts have been made in order to reduce the complexity of mode decision and motion 
estimation. Zhou et al. [5] proposed to determine initial search center based on the correlation between motion vectors of 
different block sizes. Fast motion estimation algorithms such as EPZS [6], UMHexagonS [7], and SEA [8] have been 
proposed to reduce the number of searching points in motion estimation, while the recent-biased search [9] and forward 
motion trace [10] have been introduced to reduce the complexity of long term memory motion compensation. A mode 
decision algorithm based on a coarse-to-fine approach [11] has been proposed assuming a monotonic rate-distortion 
(RD) relation across block sizes. Despite these efforts, further complexity reduction is still very desirable for practical 
applications. In this work, we propose a new hierarchical complexity control framework to efficiently control the 
complexity of encoding process, with focus on motion estimation and mode decision algorithms. The goal is to provide a 
complexity scalable encoder that may be applied to various applications. 
    

2. PROBLEM STATEMENT 
 
The proposed complexity control distributes computational resources, i.e. encoding time, to individual encoding units 
based on their impact towards improving the overall rate-distortion (RD) performance. The objective is to dynamically 
reduce the encoding complexity with minimum RD performance penalty. Complexity control is based on the hierarchical 
encoding units, such as Group of Pictures (GOP), frame, slice, macroblock, block size and block partition-level. For 
simplicity, we only focus on the frame-level and the levels below slice-level; in this way, the proposed framework aims 
to control the complexity at each frame, macroblock, and so on. We base on the fast motion estimation algorithm on the 
JM9.6 reference code, i.e. UMHexagonS. However, the proposed approach is general and independent of the choice of 
fast motion estimation algorithm. 
 
2.1 Problem Statement 
 
The problem is how to allocate available encoding time to the encoding units such that the rate-distortion loss is 
minimized subject to the given encoding time. The problem can be stated formally as, 
 

TtsubjRDJJJ XXXFMEXXX
≤∆⋅+∆=−=∆ ∑∑ .min λ  ,                (1) 

 
where X , FMEJ , 

Xt  and T  represent the complexity allocation for each unit of interest, Lagrangian RD cost when 
fast motion estimation (FME) is fully used without any complexity constraint, encoding time spent for the each coding 



unit and encoding time budget, respectively. It is immediately apparent that it is difficult to estimate FMEJ  and therefore 
it is hard to reserve computational resource for optimal complexity allocation. An additional problem is that the encoding 
time is machine-dependent.  

 
 

Figure 1. Overview of the proposed hierarchical complexity control for H.264/AVC. 
 
In this paper, we propose the hierarchical complexity control algorithm for motion estimation as shown in Fig. 1. The 
GOP/frame level complexity budget FrameGOPjix njniFGxC ≤≤≤≤∈ 1,1,],[,  is simply estimated using complexity 

budget that is spent on encoding previous GOP/frame for time xT  as described in Sec. 2.2. The budget xB  for 
remaining GOP/frame is updated accordingly. Basically, the encoder allocates estimated GOP level complexity budget 
to each frame and allocated frame budget is assigned to each macroblock and so on. The macroblock/ block-size/ 
partition level budget in current frame, PartitionGOPrpy nrqnpPqMyC ≤≤≤≤≤≤∈ 1,71,1,],,[, , is initially estimated 
using J-C correlation between temporally adjacent macroblocks which will be described in Sec. 2.2. The initially 
allocated budget is adjusted within pre-defined threshold in order to minimize RD performance degradation during the 
motion estimation. The budgets for remaining macroblocks/block sizes/partitions are updated based on the budget spent 
on the current one. For simplicity, the encoder allocate macroblock level budget to each block size and partition 
uniformly in this work.  
 
2.2 Optimal Complexity Allocation 
 
Since the encoding time is machine dependent, it is desirable to transform the constraint into the machine independent 
measure – the number of searching points. The complexity constraint then becomes:   
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where, )(kBSω  represent weight for block partition whose block size is )(kBS  and i
kc  is the number of searching 

points for the partition k  in i th macroblock. The jxL,  and maxC  are total number of macroblocks in frame, number 
of partition in block size j , and the assigned frame budget, respectively. The weight )(kBSω  depends on the partition 



size since larger partitions will consume more time to calculate the motion cost. The frame-level complexity budget, 
maxC , can easily be calculated for each frame as follows. 

(1) First frame (IDR frame) 
(2) Second frame (First predicted frame): FME is performed without any complexity constraints. The number of 

search points )( refC  and frame encoding time )( refT for motion estimation are measured. 
(3) Third frame (Second predicted frame) and after: maxC can be calculated as 

refref CTTC ×= )/(max
, where 

rateframeT 1= . 
   The frame-level complexity budget can be calculated at every IDR frame or GOP. Through the transformation of 
constraint, the problem can be re-written as, 

max.,min CcsubjJ XXX
≤∆ ∑∑ ,                          (3) 

The conventional way of solving this optimization problem can be summarized as follows [12]. 
 
STEP 1. J-C Curve Estimation: To solve (3), it is necessary to estimate a piecewise linear 

XcJ − curve (J-C curve) of 
the current encoding units, which are macroblocks in this work. The estimation of the J-C curve can be done through a 
model that is based on global statistics and/or encoding parameters such as quantization parameter (QP). In practice, the 
J-C curve of a temporally adjacent encoded frame may simply be used. The J-C pair is measured at each iteration, which 
is defined as the number of searching points used for one block size in one reference frame. The granularity of iteration 
is determined to provide good tradeoff in overall encoding time and RD performance. Note that only the iteration that 
yields lower J is recorded in the curve. 
 
STEP 2. Convex Hull of J-C Curve: Based on the estimated piecewise linear J-C curve, a convex hull is constructed 
using fast convex hull search algorithm [13]. 
 
STEP 3. Optimal Complexity Allocation: The optimal complexity assignment can be performed by using greedy 
search or dynamic programming (Viterbi algorithm) after the problem is converted to an unconstrained optimization 
problem using Lagrange multiplier [12].  
 

3.  PROPOSED APPROACH 
 
In this section, our proposed hierarchical complexity control (HCC) scheme based on J-C slope is introduced in detail. 
Basically, HCC provides scalability in encoder complexity at each level of encoding hierarchy. Therefore, it enables 
encoder to reduce complexity to the desired level with given motion estimation algorithm. At the same time, HCC is 
designed to minimize the expected RD performance degradation by employing J-C slope based allocation. Also, J-C 
slope mismatch problem is efficiently addressed through the partition-level budget adjustment and update. From the 
experimental results of J-C curves, we observed that the majority of macroblocks in background or smoothly moving 
objects have piecewise linear J-C curves rather than the cup-convex shape. On the other hand, macroblocks of complex 
motion show cup-convex J-C curve in general. Intuitively, complex motion in detail areas usually results in high cost at 
large block size and the cost converges to a lower level as the block size gets smaller. On the contrary, smooth motion 
areas quickly converge to a larger block size in general. Also, we observed that there is strong correlation between J-C 
curves of the current macroblock and its temporally collocated macroblock; therefore the J-C curves of current 
macroblock are estimated from the J-C curves of collocated macroblock in the previous frame. It is noted that each 
estimated J-C curve may have N slopes. N is chosen as 2 in this work so that each curve is approximated using at most 
two lines. This choice of N is a result of tradeoff between budget allocation complexity and budget allocation accuracy. 
The proposed macroblock level complexity control algorithm can be summarized as follows (frame layer allocation still 
follows the descriptions of the previous section).  
 
STEP 1. Initial Budget Allocation based on J-C Slopes: First, a minimum budget is assigned to all macroblocks in 
order to prevent a block partition with a zero-value budget. In this work, a single point for each block partition is chosen 
as the minimum budget and each point is assigned to predicted motion vector at each block partition. Based on the 



piecewise linear J-C curve, an initial budget is allocated for each macroblock using a greedy search until the budget is 
exhausted such as; 
 

(1) J-C Curve Approximation: Each macroblock in the previous frame can have Nni ≤  iterations so it can have 

in  slopes, k
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k
i CJS ∆∆= / , where ],,1[,],,1[ inkMi LL ==  and ki,  and M  are macroblock index, iteration 

index and the total number of macroblocks in frame, respectively. Each slope indicates potential in RD coding 
gain improvement at each iteration.  

 
(2) Convex Hull of J-C Curve: A convex hull is constructed for each macroblock by using simple and fast 

algorithm )log( nnO  [13]. 
 

 
(3) Sub-optimal Complexity Allocation: Since the estimated piecewise linear J-C curve is convex, a greedy search 

can be used to allocate searching points based on slope k
iS . The remaining budget, which is the total budget 

subtracted by minimum budget for each macroblock, is allocated such as; 
a. Construct initial slope list for all macroblocks such as 1,],,[ 1 == kSSL k

M
k L . 

b. Compare the slope of each macroblocks k
i

k
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i
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macroblock that has maximum slope.  
c. Increase iteration index k  of the selected thi  macroblock such as k

l
k
ll
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i CJiS ∆∆=+=′ /max,1  and 

update the slope list accordingly.  
d. Repeat the step b. and c. until either the all slope indices indicate last index n  or the frame budget 

maxC is exhausted.  
e. If the budget is left, then the remaining budget is redistributed into the all macroblocks depending on 

the estimated need which is initially allocated amount such as,  
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In case of N=1, a simple slope-weighted allocation using Eq. (6) can be applied for initial allocation. 
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STEP 2. Complexity Budget Adjustment: Perform the motion estimation in each macroblock with initially assigned 
complexity budget, where the J-C slope k

iS  is measured at each thk  iteration. Even though temporally adjacent J-C 
curves are correlated, it is important to note that the J-C curve of current macroblock can have different slopes than the 
collocated macroblock which was used for initial allocation. Also, the J-C slope k

iS  of current macroblock is available 
when motion estimation is completed for the thk  iteration. In order to dynamically compensate the impact of J-C curve 
mismatch, a small number of searching points for additional iterations are conditionally allowed: ∆+= ini

ii CC . 
Intuitively, extra searching points can be assigned as long as the new slope is greater than the previous slope 

i
k
i

k
i nkSS ≥≥+ ,1  until the threshold ∆  is met. 

STEP 3. Complexity Budget Update: After the motion estimation of current macroblock is completed, the budget of 
the remaining macroblocks is updated according to the actual amount used by the current macroblock and their initial 
values. Under the macroblock level, the budget is uniformly distributed for each block size and partition successively. 



 
4. EXPERIMENTAL RESULTS 

 
In the experiment, the proposed algorithm is integrated with the JVT reference software JM9.6. The proposed algorithm 
is tested for a wide range of bit rates as shown in Fig. 1. 100 frames of each sequence are encoded at 30 fps using low 
complexity encoding mode. Without loss of generality, we evaluate our complexity control algorithm for integer 
resolution motion estimation for a single reference frame in this work. To compare the RD performance and the 
computational complexity of the proposed scheme with those of the fast motion estimation (UMHexagonS) in 
H.264/AVC reference software, the PSNR and the bit rate are measured. For computational complexity profiling, the 
encoding time of the motion estimation module is measured.  
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                      (c)                                        (d) 
 
Figure 2. (a) R-D performance and (b) computational complexity for Stefan (CIF) as the frame budget decreases. 
Comparison of (c) RD performance and (d) computational complexity for two different complexity allocation schemes, 
macroblock-level JC slope based allocation and uniform allocation.    
 
As shown in Fig. 2-(a,b), the proposed algorithm can reduce motion estimation time by 3/4 with small RD performance 
loss. It is important to note that the RD performance considerably degrades when the searching point ratio between the 
proposed algorithm and fast motion estimation ( FME/ CCHCC ) is below 1/8. The result can be explained by the 
relationship between Lagrangian RD cost and complexity. Even though we reduce the complexity by constraining the 



allocated number of searching points up to certain amount, RD performance loss is insignificant as long as slope in JD 
curve is small. As the slope becomes sharply increased, the RD performance degraded quickly with further complexity 
reduction. Let us call this point as critical point. In case of Stefan sequence, the critical point is observed at a complexity 
control ration of approximately 1/8. Also, it is worth to note that J-C slope based allocation is better than uniform 
allocation in terms of RDC tradeoff as shown in Fig. 1-(c,d). In uniform allocation, the complexity is evenly allocated to 
macroblocks. 
 

CONCLUDING REMARKS 
 
A hierarchical complexity control algorithm is proposed to reduce the complexity of H.264 motion estimation. The main 
idea is to limit the complexity of motion estimation based on the expected RD coding gain loss. In order to efficiently 
reduce the complexity to desired level, HCC is designed to provide complexity scalability in motion estimation so as to 
provide flexible tradeoff between video quality and computational complexity. With the proposed algorithm, we 
demonstrated that complexity of motion estimation can be reduced by 3/4 without significant RD performance 
degradation.  
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