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Abstract

Cooperative transmission by base stations (BSs) can significantly improve the spectral efficiency
of multiuser, multicell, multiple input multiple output (MIMO) systems. We show that con-
trary to what is often assumed in the literature, the multiuser interference in such systems is
fundamentally asynchronous. Intuitively, perfect timing-advance mechanisms can be best only
ensure that the desired signal components - but not also the interference components - are per-
fectly aligned at their intended mobile stations. We develop an accurate mathematical model for
the asynchronicity, and show that it leads to a significant performance degradation of existing
designs that ignore the asynchronicity of interference. Using three previously proposed linear
precoding design methods for BS cooperation, we develop corresponding algorithms that are
better at mitigating the impact of the asynchronicity of the interference. Furthermore, we also
address timing-advance inaccuracies (jitter), which are inevitable in a practical system. We show
that using jitter-statistics-aware precoders can mitigate the impact of these inaccuracies as well.
The insights are critical for the practical implementation of BS cooperation in multiuser MIMO
systems, a topic that is typically oversimplified in the literature.
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Abstract— Cooperative transmission by base stations (BSs) can
significantly improve the spectral efficiency of multiuser, multi-
cell, multiple input multiple output (MIMO) systems. We show
that contrary to what is often assumed in the literature, the multi-
user interference in such systems is fundamentally asynchronous.
Intuitively, perfect timing-advance mechanisms can at best only
ensure that the desired signal components – but not also the
interference components – are perfectly aligned at their intended
mobile stations. We develop an accurate mathematical model
for the asynchronicity, and show that it leads to a significant
performance degradation of existing designs that ignore the
asynchronicity of interference. Using three previously proposed
linear precoding design methods for BS cooperation, we develop
corresponding algorithms that are better at mitigating the impact
of the asynchronicity of the interference. Furthermore, we also
address timing-advance inaccuracies (jitter), which are inevitable
in a practical system. We show that using jitter-statistics-aware
precoders can mitigate the impact of these inaccuracies as
well. The insights of this paper are critical for the practical
implementation of BS cooperation in multiuser MIMO systems,
a topic that is typically oversimplified in the literature.

Index Terms— Base station cooperation, interference leakage,
jitter, linear precoding, mean square error, multiuser MIMO,
spectral efficiency, timing-advance.

I. INTRODUCTION

WHILE the spectral efficiency gains of multiple input
multiple output (MIMO) systems are significant for

point-to-point links [1], they are limited in multi-user cellular
networks by inter-cell co-channel interference (CCI) [2], [3].
In conventional cellular systems, CCI is reduced by careful
radio resource management techniques such as power control,
frequency reuse, and spreading code assignments [4]. How-
ever, these techniques limit the achievable spectral efficiency
gains and/or lead to insufficient suppression of CCI. Recently,
it has been shown that base station (BS) cooperation, in which
different BSs together transmit signals for different mobile
stations (MSs), can significantly improve spectral efficiency.

The theoretical analyses of BS cooperation often assume
that the multiple BSs can be modeled as a single giant BS with
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more antennas. This assumption was implicitly used in [5]–
[10]. Specifically, [5]–[7] extend dirty paper coding for a
single cell broadcast channel to the case of multiple cells with
cooperative base stations. References [9], [10] look at sub-
optimal but simplified precoding schemes for cooperative base
stations. The advantage of the “single giant BS” model is that
it enables the well-studied single cell downlink transmission
model to be applied in a straightforward manner. This as-
sumption also implies that both the desired and the interfering
signals from different BSs arrive at each MS simultaneously.
Thus, all the above papers assume that the interference is
always synchronous.

However, as we show in this paper, the interference is
inherently asynchronous. While a detailed and rigorous math-
ematical model is developed in Section II, this can be under-
stood intuitively by the following argument. Perfect timing-
advance mechanisms can ensure that the signals from the BSs
arrive at their intended recipients synchronously. However,
the BSs cannot also align all the interfering signals at each
MS because of the different propagation times between the
BSs and MSs. Thus, the simultaneous arrival of both the
desired and interfering signals at all the MSs is fundamentally
unrealizable.

As we shall see, ignoring this asynchronicity can signifi-
cantly degrade the performance of the BS cooperative schemes
proposed in the literature. To the best of our knowledge, this
problem of asynchronous MIMO interference has not been
addressed in the literature. This paper develops a framework
for BS cooperation – in a multi-user multi-cell MIMO cellular
network – that explicitly accounts for the asynchronous inter-
ference. It then uses this framework to analyze the detrimental
impact of asynchronism on existing precoding algorithms, and
suggests how to mitigate it by adapting the precoding design
methods.

BS cooperation can be implemented in multiple ways such
as dirty paper coding [5], [6] or Tomlinson-Harashima pre-
coding [11], or multi-user detection in MSs [3]. However, the
above promising solutions are prohibitively complicated. We
shall therefore focus on linear precoding designs, which have
relatively lower complexity requirements at both the BSs and
MSs [8]–[10]. They mitigate inter-cell interference, exploit
macro-diversity, and can avoid capacity bottlenecks in severely
spatially correlated channels [5]–[10].

Various design methods have been proposed in the literature
to address the complexity of the problem of determining the
optimal linear precoding matrices. These include minimizing
the mean square error (MSE) [12] or maximizing the signal to
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leakage plus noise ratio (SLNR) [13], [14] or maximizing the
sum rate [5], [6], [10], which, arguably, is the ultimate metric
that determines spectrum utilization. For each of these meth-
ods, we take into account the asynchronicity of the interference
and show that doing so mitigates its impact. Furthermore,
we also address the problem of timing-advance inaccuracies
(jitter), which are inevitable in a practical system. We show
that using jitter-statistics-aware precoders can mitigate the
impact of these inaccuracies as well.

The rest of the paper is organized as follows. Section II
develops a detailed model for the asynchronous interference.
Section III develops the three linear precoding algorithms.
Section IV extends the algorithms to the case in which timing
errors lead to imperfect synchronization even for the desired
signals. The numerical results are presented in Sec. V, and are
followed by our conclusions and discussion in Sec. VI.

II. SYSTEM MODEL

We consider a cellular system with B BSs (each with NT

antennas) and K MSs/users (each with NR antennas). The
cooperative BSs together transmit Lk data streams to MS k.
The different links are independent and undergo frequency-
flat Rayleigh fading. Therefore, H(b)

k , the baseband matrix
representation of the channel from BS b to MS k, has complex
Gaussian elements. Let bk denote the index of the BS closest
to MS k. For any MS, the BSs cooperate and jointly transmit
the signals intended for it. The transmit vector for MS k from
BS b is linearly precoded by the NT × Lk matrix T(b)

k as
x(b)

k (m) = T(b)
k sk(m), where sk(m) denotes the zero-mean

data vector, of size Lk × 1 at time m, meant for MS k. As
in [5]–[10], we assume that each BS has complete channel
state information (CSI) for all the channels to all the MSs. We
also assume a block-fading channel model with a large enough
coherence time so that the channel fading remains the same
over the duration in which T(b)

k is used. Given current CSI, in
order to maximize the per-user transmission information rate,
a Gaussian code book is used for the transmit data vectors,
with normalized power such that E

[
sk(m)sk(m)†

]
= ILk

,
where (.)† denotes Hermitian transpose and In denotes the
n×n identity matrix. Furthermore, the code books for different
users are independent, i.e., E

[
sk(m)sl(m)†

]
= 0, for k �= l.

A. Asynchronous Interference Despite Perfect Synchronization

The CSI available at each BS also includes the knowledge of
the propagation delay from each BS to each of the MSs. We
allow for perfect timing synchronization among cooperative
BSs, which can be realized by GPS or by a wired backbone.
Such infrastructure is already in place in current CDMA2000
and IS-95 cellular networks to facilitate soft handoffs [4,
Chp. 18]. We first assume that the timing-advance mechanisms
can ensure that the desired signals for an MS that are transmit-
ted from multiple BSs reach the MS at exactly the same time.
Such timing-advance mechanisms are employed currently in
the uplink of GSM and 3G cellular networks [15].1 (We shall
relax this assumption in Section IV.)

1Note that the timing-advance values are typically much smaller than the
packet durations. The one difference between the standardized set up and the
one in this figure is that a BS now needs to track this for every UE it is
transmitting to (even if the UE is in a different cell.)

Specifically, let the propagation delay from BS b to MS k

be denoted by τ
(b)
k , as illustrated in Fig. 1 for two BSs and two

MSs. To guarantee simultaneous reception of
{
x(b)

k (m)
}B

b=1

at MS k, the BS b advances the time when x(b)
k (m) is

transmitted by Δτ
(b)
k = τ

(b)
k − τ

(bk)
k so that

{
x(b)

k (m)
}B

b=1

all arrive at MS k with the same delay, τ
(bk)
k . The equivalent

received baseband signal at MS k when a linear modulation
with a unit energy baseband signature waveform g(t) of
duration TS is used is given by

rk(t) =
∞∑

m=0

g(t − mTS − τ
(bk)
k )Hkxk(m) + nk(t)

+
∞∑

m=0

⎧⎪⎪⎨
⎪⎪⎩

K∑
j=1

(j �=k)

B∑
b=1

g(t − mTS − τ
(b)
k + Δτ

(b)
j )H(b)

k x(b)
j (m)

⎫⎪⎪⎬
⎪⎪⎭ ,

(1)

where nk(t) is the additive white Gaussian noise

vector, Hk =
[
H(1)

k , . . . ,H(B)
k

]
, and xk(m) =[

x(1)
k (m)†, . . . ,x(B)

k (m)†
]†

.
At MS k, the received signal at time t, rk(t), is passed

through a filter matched to g(t−mTS −τ
(bk)
k ) – which is also

delayed by τ
(bk)
k – to generate the following sufficient statistic

yk(m):

yk(m) = HkTksk(m)+
K∑

j=1
(j �=k)

B∑
b=1

H(b)
k T(b)

j i(b)jk (m)+nk(m),

(2)

where Tk =
[
T(1)

k

†
, . . . ,T(B)

k

†
]†

, nk(m) is the discrete noise

vector at the mth interval satisfying E
[
nk(m)nk(m)†

]
=

N0INR
, and i(b)jk (m) is the asynchronous interference at MS

k from the signal transmitted by BS b for MS j. Due to the
matched filter, it depends on the difference, τ

(b)
jk , between the

timing-advances used by BS b for MSs j and k:

τ
(b)
jk = (τ (b)

k − Δτ
(b)
j ) − τ

(bk)
k = Δτ

(b)
k − Δτ

(b)
j . (3)

In (2), the asynchronous interference term at MS k, i(b)jk (m),
arises from two consecutive symbols, say with indices m

(b)
jk

and m
(b)
jk + 1, that are transmitted to MS j from BS b. This

is illustrated in Fig. 2. Let δ
(b)
jk = τ

(b)
jk mod TS . Then,

i(b)jk (m) = ρ(δ(b)
jk − TS)sj(m

(b)
jk ) + ρ(δ(b)

jk )sj(m
(b)
jk + 1), (4)

where ρ(τ) =
∫ TS

0
g(t)g(t − τ)dt with ρ(0) = 1.

Only if the asynchronous nature of interference is neglected,
does (2) simplify to the following form used in [5]–[10]:

yk(m) = HkTksk(m)+
K∑

j=1
(j �=k)

(
B∑

b=1

H(b)
k T(b)

j

)
sj(m) + nk(m),

= HkTksk(m) +
K∑

j=1
(j �=k)

HkTjsj(m) + nk(m). (5)
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Fig. 1. A simple BS cooperation scenario with 2 BSs and 2 MSs. The shaded
area is where the MSs are placed in the numerical simulations.

fig2.eps

Fig. 2. Asynchronous timing difference illustration: Symbol with time index
m

(b)
jk , transmitted by BS b to MS j, is the first symbol that overlaps with the

desired signal symbol with index m

B. Statistics of Asynchronous Interference

We now derive the second-order statistics of the asynchro-
nous interference, which will come in handy later.

From (4), we have E

[
i(b)jk (m)

]
= 0, for all j, k, and b, and

E

[
i(b1)j1k (m)i(b2)j2k (m)†

]
= 0, for j1 �= j2, j1 �= k, and j2 �= k. It

can be shown that for j �= k, the correlation between i(b1)jk (m)
and i(b2)jk (m) is

E

[
i(b1)jk (m)i(b2)jk (m)†

]
= β

(b1,b2)
jk ILj

, (6)

where the asynchronous interference correlation, β
(b1,b2)
jk , for

j �= k, has the following properties:
β

(b1,b2)
jk = 0, if |m(b2)

jk − m
(b1)
jk | > 1;

β
(b1,b2)
jk = ρ(δ(b1)

jk )ρ(δ(b2)
jk − TS), if m

(b2)
jk = m

(b1)
jk + 1;

β
(b1,b2)
jk = ρ(δ(b1)

jk )ρ(δ(b2)
jk ) + ρ(δ(b1)

jk − TS)ρ(δ(b2)
jk − TS), if

m
(b2)
jk = m

(b1)
jk ; and

β
(b1,b2)
jk = ρ(δ(b2)

jk )ρ(δ(b1)
jk − TS), if m

(b2)
jk = m

(b1)
jk − 1.

Also, β
(b1,b2)
kk = 1, for all BSs b1 and b2. Since all the K

users use the same waveform, the asynchronous interference
correlation values corresponding to different timing parame-
ters can be pre-calculated and stored in a look-up table.

III. JOINT LINEAR PRECODING BY COOPERATIVE BASE

STATIONS

Our goal is to jointly optimize the transmitter precoding
matrices, {Tk}K

k=1, subject to the following set of MS-specific
power constraints:

Tr
{
T†

kTk

}
≤ P tx

k , 1 ≤ k ≤ K. (7)

An additional constraint, BNT ≥ ∑K
k=1 Lk, follows from

dimensionality arguments. For notational simplicity, we drop
the symbol index m henceforth.

Note: A uniform per-MS power constraint, P tx
k = PT , for all

k, was also assumed in [6], [8], [16] to ensure “power fairness"
for the different users. This MS-specific power constraint
is different from the per-BS power constraint, which was

used, for example, in [5], [10]. While the per-BS power
criterion makes more physical sense, the advantage of the MS-
specific power criterion is that it leads to analytically tractable
solutions (for further discussion see [10]). Most importantly,
other, more general power constraints can now be obtained
numerically. For example, this can be done by an “outer
loop" that adjusts P tx

k iteratively until certain criteria such
as per-BS power constraints or MS-specific quality-of-service
constraints are fulfilled. This also facilitates dynamic radio
resource allocation.

As mentioned, determining the linear precoding matrices,
even for the synchronous scenario, is a hard and computa-
tionally involved problem. Therefore, various design methods
have been proposed in the literature to reduce the complex-
ity of determining them. The nullification method [8], [10],
which forces the precoding matrices to satisfy the constraint,
HkTj = 0, for all k �= j, is one such method. However, in the
presence of asynchronous interference, this constraint can no
longer annul all the interference terms in (2). Another option,
as put forth in [17], is to force a stronger per-BS constraint
H(b)

k T(b)
j = 0, for all pairs of k and j such that k �= j.

While this constraint does ensure that the interference (even
the asynchronous one) gets completely canceled, it can be
shown to support only K ≤ NT /NR users, which is a severe
and undesirable limitation.

Methods for selecting the precoding matrices, which strive
to minimize CCI to the extent required, instead of canceling it
out completely at the expense of severe transmit power ineffi-
ciency, have also been proposed. In this paper, we study three
such methods (metrics) that have been previously proposed
in the literature, and see how the asynchronous interference
changes the corresponding optimal linear precoding solutions.

A. Design Methods and Metrics of Interest

The following three design methods have been considered
for optimizing linear precoding in the literature:

1) Overall Normalized Mean Square Error (NMSE): In
this method, the goal is to optimize the transmitter precoders
{Tk}K

k=1 to minimize the overall MSE between a desired form
of the signal and the received signal over all the K users. The
functional form of the metric and the solution for optimizing
it are derived in Section III-B.

2) Signal to Leakage Plus Noise Ratio (SLNR): An alter-
native method considers the signal-to-leakage-plus-noise-ratio
(SLNR). More precisely, for MS k the precoding matrix Tk

is designed to maximize the SLNR, which is the ratio of the
power of the desired signal received at MS k and the sum of
the noise and the total interference power (leakage) due to xk

at other MSs. This approach minimizes the interference that
stems from the data streams intended for one user instead of
the interference that arrives at that MS. We note that while
using the SLNR for precoding design was first suggested
in [13], [14], these papers only cover the simple case of
one data stream per user, and do not model asynchronous
interference. The solution for it is derived in Section III-C.

3) Sum of Information Rates: Arguably, the most relevant
metric from a system-wide spectral efficiency standpoint is the
sum of the information rates over all users that is achieved
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by the precoding designs [3], [5], [6], [10]. However, the
optimization of the sum rate is a non-linear and non-convex
problem even in the synchronous scenario, which makes it
difficult to find analytical solutions. Brute-force numerical
optimization involves searching over an extremely large space
of dimension BNT

∑K
k=1 Lk, which is practically infeasible.

Therefore, we develop in Section III-D an alternate, albeit
sub-optimal, algorithm to determine the precoding matrices.

The advantage of the first two methods is that they are
amenable to analysis. While the discussion below highlights
the intuitive basis for the form that their metrics take, it must
be noted that the methods are essentially ad hoc in nature.
We shall therefore compare the methods both on the basis of
how they improve their respective metrics, and also how they
improve the overall spectral efficiency of the system.

B. Joint Wiener Filtering (JWF) to Minimize Overall Normal-
ized MSE

In the JWF method, our aim is to optimize the transmitter
precoders {Tk}K

k=1 to minimize the overall MSE between the
received signal and the ‘desired’ signal for all the K users. To
mitigate interference, the desired ’cleaned’ signal is chosen to
mimic a single-user MIMO environment that is free of multi-
user interference (MUI) and noise.

In such a clean environment, the desired signal input to
the receiver would be zk = HkVksk, where the matrix Vk

is only determined by the composite channel Hk and the
power constraint in (7). The linear precoding matrix Vk is
taken to be the eigen-beamforming matrix with water-filling
power allocation over the channel Hk since it maximizes the
information rate in the clean interference-free environment [4,
Chp. 20]. The metric is also normalized so as to emphasize the
contribution of all the users. Therefore, the overall normalized
MSE (NMSE) metric gets defined as

NMSE =
K∑

k=1

E
[‖yk − zk‖2

]
Ωk

=
K∑

k=1

NMSEk, (8)

where NMSEk =
E[‖yk−zk‖2]

Ωk
is the NMSE of MS k, Ωk =

E

[
Tr
{
zkz

†
k

}]
= Tr

{
HkVkV

†
kH

†
k

}
is the average received

power of its “desired" signal, and the expectation is over
the random data vectors, {sk}K

k=1, and the noise, {nk}K
k=1.

Note that the optimization criterion defined here is generic
enough to be independent of the receiver design. On the other
hand, [12] defined a receiver post-processed MSE, in which
the transmitter and receiver designs were both optimized.

The NMSE optimization problem is then

{
Topt

k

}K

k=1
= arg min

{Tk}K
k=1

K∑
k=1

NMSEk, (9)

s. t. Tr
{
T†

kTk

}
= Tr

{
B∑

b=1

T(b)
k

†
T(b)

k

}
≤ P tx

k ,

for k = 1, . . . , K.

As shown in Appendix A, the following closed-form solution
for the optimal linear precoding matrices follows:

Tk =
1

Ωk
[Ck + κkINT B ]−1 H†

kAk. (10)

Here, Ak = HkVk and Ck =

⎡
⎢⎢⎣

C
(1,1)
k C

(1,2)
k ... C

(1,B)
k

C
(2,1)
k C

(2,2)
k ... C

(2,B)
k

...
...

. . .
...

C
(B,1)
k C

(B,2)
k ... C

(B,B)
k

⎤
⎥⎥⎦ ,

where the sub-matrices C(b1,b2)
k are given by

C(b1,b2)
k =

K∑
j=1

β
(b1,b2)
kj

Ωj
H(b1)

j

†
H(b2)

j . (11)

And, κ1, . . . , κK are the Lagrange multipliers that are chosen
to meet the power constraints for MSs 1, . . . ,K, respectively.

C. Joint Leakage Suppression (JLS) to Maximize SLNR

In the JLS method, for each MS k, we design the precoding
matrices to maximize the ratio of the power of the desired
signal received by it and the sum of the noise and the total
interference power (leakage) due to xk at all the other MSs.
We limit the search space to scaled semi-unitary matrices

of the form Tk =
√

P tx
k

Lk
Qk, where the columns of the

NT B × Lk matrix Qk are orthonormal, i.e., Q†
kQk = ILk

.
While this limitation is sub-optimal, it makes the optimization
below analytically feasible and does lead to a considerable
performance improvement as orthonormality eliminates cross-
talk among the data streams that an MS receives. (Note that
the power constraints are now trivially satisfied with equality.)
Clearly, optimizing the linear precoding matrices to maximize
SLNRs is decoupled for different MSs [14].

Therefore, the optimization problem is

Qopt
k = arg min

Qk

SLNRk, 1 ≤ k ≤ K. (12)

As derived in Appendix B, the expression for SLNRk is given
by

SLNRk =
Tr
{
Q†

kMkQk

}
Tr
{
Q†

kNkQk

} =
∑Lk

l=1 q†
klMkqkl∑Lk

l=1 q†
klNkqkl

, (13)

where qkl is the lth column of Qk, Mk = P tx
k H†

kHk,
Nk = N0NRIBNT

+
∑K

j=1
(j �=k)

P tx
k Wkj , and

Wkj =

⎡
⎢⎢⎢⎢⎢⎣

β
(1,1)
kj H(1)

j

†
H(1)

j · · · β
(1,B)
kj H(1)

j

†
H(B)

j

β
(2,1)
kj H(2)

j

†
H(1)

j · · · β
(2,B)
kj H(2)

j

†
H(B)

j
...

. . .
...

β
(B,1)
kj H(B)

j

†
H(1)

j · · · β
(B,B)
kj H(B)

j

†
H(B)

j

⎤
⎥⎥⎥⎥⎥⎦ .

(14)
Despite the decoupling in optimization, finding the optimal

qkl, . . . ,qkLk
is still analytically intractable. We therefore

derive and maximize the following lower bound for SLNRk,
which follows from (13):

SLNRk ≥ min
l=1,...,Lk

q†
klMkqkl

q†
klNkqkl

. (15)

Thus, maximizing the above lower bound on the SLNR for
an MS maximizes the smallest generalized Rayleigh quotient
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among all its data streams. Therefore, the optimal precoding
matrix is the solution to the following max-min problem:

Qopt
k = arg max

Qk: Q†
kQk=ILk

min
l=1,...,L

q†
klMkqkl

q†
klNkqkl

. (16)

The following Lemma reveals the structure of the optimal
precoding matrix.

Lemma 1: The lower bound of SLNRk in (15) is maxi-
mized when:

qopt
kl = vl(N−1

k Mk), for 1 ≤ l ≤ Lk, (17)

where vl(N−1
k Mk) denotes the eigenvector of the matrix

N−1
k Mk corresponding to its lth largest eigenvalue.

Proof: Since qk1, . . . ,qkLk
are orthonormal vectors,

the vector space V = span {qk1, . . . ,qkLk
} has a dimension

dim(V) = Lk. Therefore, (16) can be written as

max
Qk: Q†

kQk=ILk

min
l=1,...,L

q†
klMkqkl

q†
klNkqkl

= max
V: dim(V)=Lk

min
q∈V

q†Mkq
q†Nkq

.

(18)
Since Mk is Hermitian and Nk is positive-definite, the
Courant-Fischer Max-Min Theorem [18, Chp. 4] applies.
Therefore, the right hand side is maximized when V has as its
basis the eigenvectors that correspond to the Lk eigenvalues{
λ1(N−1

k Mk), . . . , λLk
(N−1

k Mk)
}

, where λi(N−1
k Mk) is

the ith largest eigenvalue of N−1
k Mk. And, the maximum is

achieved when (17) is satisfied.
It is interesting to note that the single closed-form solution
in (17) is simpler than the JWF solution in Section III-B.

The scenario of Lk = 1 in [14] is a special case of the
above Lemma. Unlike the general Lk > 1 case, the Rayleigh-
Ritz quotient theorem [18, Chp. 4] can be directly applied to
maximize the ratio in (13) for Lk = 1.

D. Controlled Iterative Singular Value Decomposition
(CISVD) to Maximize Sum Rate

In the CISVD method, we strive to maximize the sum rate
over all users. The optimization problem is then:

{
Topt

k

}K

k=1
= arg max

{Tk}K
k=1

K∑
k=1

Rk, (19)

s. t. Tr
{
T†

kTk

}
≤ P tx

k , for k = 1, . . . ,K.

From (2), the bandwidth-normalized information rate, Rk, of
MS k is given by [6][11]

Rk = log
∣∣∣INR

+ Φ−1
k HkTkT

†
kH

†
k

∣∣∣ , (20)

where Φk is the covariance of noise plus interference for MS
k.2 It is given by

Φk = N0INR
+

K∑
j=1

(j �=k)

B∑
b1=1

B∑
b2=1

β
(b1,b2)
jk H(b1)

k T(b1)
j T(b2)†

j H(b2)†
k .

Given the non-linear and non-convex nature of the problem,
we propose an iterative optimization “hill-climbing" algorithm

2Treating the asynchronous interference term as noise is, in effect, a lower
bound on the information rate [19].

to maximize the spectral efficiency. In each step we optimize
the precoding matrix for MS k, Tk, by keeping the other
precoding matrices, Tj (j �= k) fixed. The optimal Tk is then
obviously the water-filling power allocation on the equivalent
MIMO channel Φ−1/2

k Hk with unit additive noise power. The
iterations are initialized using the simpler JLS solution in (17),
and are continued only when the target sum-rate increases by
at least a certain threshold amount.

The pseudo-code for the algorithm is as follows:

1) For k = 1, . . . ,K, calculate T1, . . . ,TK from (17), i.e.,
use the JLS solution as the starting point.

2) For each k = 1, . . . , K, fix Tj (for all j �= k) and
update Tk to the eigen-beamforming and water-filling
power allocation for the MIMO channel Φ−1/2

k Hk (with
unit noise power).

3) Repeat previous step until the sum rate target function
in (19) increases by less than a pre-defined threshold.

Compared with random or exhaustive search algorithms,
this method iteratively optimizes one precoder in each step
to improve the corresponding MS’s performance, while main-
taining that a relatively low level of interference is imposed
on other users. (Otherwise, the iteration terminates.) While
this procedure is simple and sub-optimal, we shall see that it
provides good results. This algorithm falls under the general
class of greedy “alternate & maximize" algorithms, e.g., [20],
and is similar to the iterative water-filling algorithm in [21],
which dealt with the sum rate over different orthogonal sub-
carriers in DSL systems with cross-talk.

IV. IMPERFECT TIMING-ADVANCE

The three joint BS precoding designs of the previous section
were derived assuming perfect timing-advance, i.e., the de-
sired signal components are assumed to arrive synchronously.
In practical systems, imperfect timing-advance (jitter) is in-
evitable because of imperfect delay estimation, user mobil-
ity, inaccurate cross-BS synchronization, time synchronization
granularity, and MS synchronization errors. As we shall see,
the jitter affects both the desired signal and the asynchronicity
of the interference. We now extend the three design methods
to cover this case, as well.

Let ε
(b)
j denote the timing-advance error (jitter) of BS b

in transmitting the signal for MS j. Therefore, the BS b now
inaccurately advances the time for transmitting the signal, x(b)

j ,

by Δτ̃
(b)
j = Δτ

(b)
j + ε

(b)
j . At the MS k, the received signal at

time t, rk(t), now takes the form

rk(t) =
∞∑

m=0

B∑
b=1

g(t−mTS−τ
(bk)
k +ε

(b)
k )H(b)

k x(b)
k (m)+nk(t)

+
∞∑

m=0

⎧⎪⎪⎨
⎪⎪⎩

K∑
j=1

(j �=k)

B∑
b=1

g(t − mTS − τ
(b)
k + Δτ̃

(b)
j )H(b)

k x(b)
j (m)

⎫⎪⎪⎬
⎪⎪⎭ .

(21)

The receiver is unaware of the jitter value. Therefore, it passes
the received signal through a filter matched to g(t − mTS −
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τ
(bk)
k ). The sufficient statistic gets modified to

ỹk(m) =
B∑

b=1

γ
(b)
k H(b)

k T(b)
k sk(m) +

K∑
j=1

(j �=k)

B∑
b=1

H(b)
k T(b)

j ĩ(b)jk (m)

+
B∑

b=1

α
(b)
k H(b)

k T(b)
k sk(m(b)

k ) + nk(m),

= HkΓkTksk(m) + Jk(m) + Ok(m) + nk, (22)

where γ
(b)
k = ρ(ε(b)k ) ≤ 1, and the new ISI term is Ok(m) =∑B

b=1 α
(b)
k H(b)

k T(b)
j sk(m(b)

k ) with α
(b)
k and m

(b)
k jointly given

by

(
α

(b)
k ,m

(b)
k

)
=

⎧⎪⎪⎨
⎪⎪⎩

(
ρ(TS − ε

(b)
k ),m + 1

)
, if ε

(b)
k > 0(

ρ(TS + ε
(b)
k ),m − 1

)
, if ε

(b)
k < 0

(0,m) , if ε
(b)
k = 0

.

(23)
Here, Γk = blockdiag

{
γ

(1)
k INT

, . . . , γ
(B)
k INT

}
is the power

degradation due to imperfect timing-advance (it equals IBNT

for perfect timing-advance). As before, the asynchronous inter-
ference is ĩ(b)jk (m) = ρ(δ̃(b)

jk −TS)sj(m̃
(b)
jk )+ρ(δ̃(b)

jk )sj(m̃
(b)
jk +

1), where m̃
(b)
jk and m̃

(b)
jk +1 are the two consecutive symbols

transmitted from BS b for MS j that overlap with the mth
symbol of MS k, δ̃

(b)
jk = τ̃

(b)
jk mod TS , and τ̃

(b)
jk = Δτ̃

(b)
k −

Δτ̃
(b)
j is the difference between the timing-advances used by

BS b for MSs j and k. The modified asynchronous interference
coefficients β̃

(b1,b2)
jk are determined by τ̃

(b)
jk in the same way

that β
(b1,b2)
jk was determined by τ

(b)
jk in Section II-B.

Thus, imperfect timing-advance degrades performance in
three ways: through the power degradation term Γk, the
additional ISI term, Ok, and the imperfect knowledge of
β̃

(b1,b2)
jk . Given that the errors are unknown, β̃

(b1,b2)
jk or γ

(b)
k are

also unknown when determining the optimal linear precoding
matrices. However, its statistics can certainly be determined
and exploited in the designs, as done below.

A. Modified Linear Precoding Designs

1) Modified JWF Design Method: The aim is now to mini-
mize the jitter-averaged NMSE error. The new JWF design
that incorporates the timing inaccuracy and asynchronous
interference is derived in Appendix C. The modified joint
precoder of MS k takes the form:

Tk =
1

Ωk

[
C̄k + κkINT B

]−1
Γ̄kH

†
kAk, (24)

where Γ̄k = blockdiag
{

γ̄
(1)
k INT

, . . . , γ̄
(B)
k INT

}
and γ̄

(b)
k =

Eε

[
ρ(ε(b)k )

]
, and Eε [.] denotes averaging over the jitter sta-

tistics. The matrix C̄k has as its sub-matrices:

C̄(b1,b2)
k =

K∑
j=1

(j �=k)

¯̃
β

(b1,b2)
kj

Ωj
H(b1)

j

†
H(b2)

j

+
1

Ωk

(
Eε

[
α

(b1)
k α

(b2)
k

]
p
(b1,b2)
k + Eε

[
γ

(b1)
k γ

(b2)
k

])
H(b1)

k

†
H(b2)

k ,

(25)

where p
(b1,b2)
k = Prob(sgn(ε(b1)k ) = sgn(ε(b2)k )) and ¯̃

β
(b1,b2)
kj =

Eε

[
β̃

(b1,b2)
kj

]
.

Given the knowledge of jitter statistics, the BSs can pre-
calculate the jitter-averaged asynchronous leakage ¯̃

β
(b1,b2)
kj .

Determining the first moment of β̃
(b1,b2)
kj is difficult due to

the modulo TS operation on τ̃
(b)
kj (since δ̃

(b)
kj = τ̃

(b)
kj mod TS).

However, the jitters are typically considerably smaller than the
symbol duration. Therefore, we can assume that the symbol
index differences do not change due to jitter, i.e., m̃

(b)
kj =

m
(b)
kj . We then have δ̃

(b)
kj ≈ δ

(b)
kj + ε

(b)
k , which simplifies the

calculation of ¯̃
β

(b1,b2)
kj .

2) Modified JLS Design Method: The aim of the modified
method is to maximize the jitter-averaged signal to jitter-
averaged leakage plus noise ratio. To determine the optimal
solution, Lemma 1 still holds, but with the following modified
expressions for Mk and Nk (denoted by M̃k and Ñk,
respectively):

M̃k =

P tx
k

⎡
⎢⎢⎢⎣

Eε

[
γ

(1)
k

2]
H(1)

k

†
H(1)

k · · ·Eε

[
γ

(1)
k γ

(B)
k

]
H(1)

k

†
H(B)

k

...
. . .

...

Eε

[
γ

(B)
k γ

(1)
k

]
H(B)

k

†
H(1)

k · · · Eε

[
γ

(B)
k

2]
H(B)

k

†
H(B)

k

⎤
⎥⎥⎥⎦ ,

(26)

Ñk = N0NRIBNT
+

K∑
j=1

P tx
k W̃kj , (27)

where W̃kj bears the same form as Wkj in (14), with ¯̃
β

(b1,b2)
kj

replacing β
(b1,b2)
kj , for j �= k, and Eε

[
α

(b1)
k α

(b2)
k

]
p
(b1,b2)
k

replacing β
(b1,b2)
kk when j = k. The modified JLS design is

derived in Appendix D.
3) Modified CISVD Design Method: The aim

is to maximize the jitter-averaged sum rate. The
jitter-averaged information rate of MS k is now
Rk = Eε

[
log2

∣∣∣INR
+ Φ̃

−1

k HkΓkTkT
†
kΓ

†
kH

†
k

∣∣∣], where
the covariance of the noise plus interference terms, for a
given jitter, takes the form

Φ̃k = N0INR
+

K∑
j=1

(j �=k)

B∑
b1=1

B∑
b2=1

β̃
(b1,b2)
jk H(b1)

k T(b1)
j T(b2)

j

†
H(b2)

k

†

+
B∑

b1=1

B∑
b2=1

α
(b1)
k α

(b2)
k H(b1)

k T(b1)
k T(b2)

k

†
H(b2)

k

†

× 1
[
sgn(ε(b1)k ) − sgn(ε(b2)k )

]
. (28)

Here, the indicator function 1 [.] equals 1 if the input argument
is 0, and equals 0 otherwise.3 It must be noted that as no
closed-form exists for the jitter-averaged sum rate, it needs to
be evaluated using Monte Carlo simulations. This makes the

3It arises because of the term Eε

�
sk(m

(b1)
k )sk(m

(b2)
k )†

�
in Eε

�
OkO†

k

�
.

Eε

�
sk(m

(b1)
k )sk(m

(b2)
k )†

�
equals INT

, if m
(b1)
k = m

(b2)
k , and equals 0,

if m
(b1)
k �= m

(b2)
k . From (23), m

(b1)
k = m

(b2)
k if and only if sgn(ε(b1)

k ) =

sgn(ε(b2)
k ).
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Fig. 3. Normalized MSE comparison of JWF and conventional nullification
methods in the presence of asynchronous interference, when it is accounted
for or neglected (K = 2, B = 2, NT = 3, NR = 2, L = 2).

computational complexity of the modified CISVD algorithm
burdensome. A suboptimal solution would be to run the
CISVD iterations with Φk being replaced by Eε

[
Φ̃k

]
and

Hk being replaced by HkEε [Γk] in (20).

V. NUMERICAL RESULTS

We simulate the downlink of an urban micro-cellular net-
work that consists of two or three cells, each with 1 BS and
1 MS. The inter-BS distance is 500 m. As BS cooperation
results in performance gains when the signal from one BS
does not completely dominate the signal from the other BS, we
consider scenarios in which the MSs are uniformly distributed
in a limited cell area so that any MS is at least 150m from its
nearest BS. (This is shown as the shaded area in Fig. 1 for the 2
cell case.) The path-loss coefficient for all the BS-MS channels
is 2.0 (free-space propagation) up to a distance of 30 m, and
increases to 3.7 thereafter. Without loss of generality, the path-
loss of the link with the largest path-loss among all the BS-MS
links in the system is normalized to 1, and the other path-losses
are scaled down accordingly. The symbol pulse is rectangular
and has a duration, TS , of 1 μs. In all the considered scenarios
we assume that Lk = L = 2 streams and P tx

k = P tx for any
MS k, and NT = 3 and NR = 2.

A. Perfect Timing-Advance

Figure 3 considers the average NMSE per user (in linear
scale) and compares JWF when it takes the asynchronicity of
the interference into account and when it incorrectly ignores it
despite it being present. Also shown is the NMSE achieved by
conventional nullification [8]–[10]. Accounting for asynchro-
nous interference significantly improves the NMSE of JWF at
all SNRs.

Fig. 4 compares the average SLNR per user for JLS when
it takes the asynchronicity of the interference into account
and when it incorrectly ignores it. Also shown is the SLNR
achieved by conventional nullification. Accounting for the
asynchronous interference significantly improves the SLNR
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Fig. 4. SLNR comparison of JLS and conventional nullification methods
in the presence of asynchronous interference, when it is accounted for or
neglected (K = 2, B = 2, NT = 3, NR = 2, L = 2).
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Fig. 5. Sum rates of JWF and JLS when asynchronous interference is
accounted for or neglected (K = 2, B = 2, NT = 3, NR = 2, L = 2).

achieved by JLS; ignoring it reduces JLS’s performance to
that of conventional nullification.

Fig. 5 compares the sum rate achieved by JWF and JLS
when they take asynchronous interference into account and
when they incorrectly ignore it. For these two designs, ac-
counting for the asynchronous interference improves perfor-
mance. For example, at an SNR of 15 dB, gains between 0.6
and 2.0 bps/Hz are achieved.

The relative sum rate performance of the three methods
is studied further in Figs. 6 and 7. These figures, which are
from simulations of a larger 3 BS, 3 MS system, compare
the sum rates of JWF, JLS, and CISVD with the following
benchmarks: (i) conventional eigen-beamforming, where an
MS’s signal is transmitted only by its serving BS, which treats
all interference as additive noise [1], [3], [10]; (ii) ideal point-
to-point MIMO in an interference-free single cell, and (iii)
conventional nullification, which ignores the asynchronous
interference. Fig. 6 pertains to the case when asynchronous
interference is present and accounted for, while Fig. 7 pertains
to the idealized ‘single giant BS’ scenario when asynchronous
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Fig. 6. Sum rate comparison of JWF, JLS, and CISVD in a 3-cell system with
conventional benchmark schemes in the presence of asynchronous interference
(K = 3, B = 3, NT = 3, NR = 2, L = 2).

interference is absent.
As expected, in both scenarios, MIMO in a single

interference-free cell achieves the highest rate for most of
the cases, while eigen-beamforming that treats interference as
noise delivers the lowest rate. All the three proposed methods
outperform conventional nullification because they account
for asynchronous interference. Of the three methods, CISVD
has the best performance at low to medium SNR, where it
even outperforms single cell interference-free point-to-point
MIMO. JWF outperforms the other two approaches at high
SNR. Moreover, JWF outperforms JLS at all SNRs. Despite its
simplicity, JLS outperforms conventional nullification. These
observations are aligned with the ones we had made earlier for
Fig. 3 (NMSE) and Fig. 4 (SLNR). Note that CISVD typically
terminated within 5 to 7 iterations in our simulations. Its initial
starting point also had an impact on its performance: using the
JLS solution as the starting point instead of a random choice
was found to be preferable.

Not shown here, due to space constraints, are results with
other parameter settings. We have observed that the JWF
and CISVD methods perform best when redundant spatial
dimensions are present (NT B >

∑K
k=1 Lk), while JLS is the

simplest method.

B. Imperfect Timing-Advance

Fig. 8 considers imperfect timing-advance (in addition to
asynchronous interference) and the performance of the mod-
ified JWF and JLS methods when they compensate for it
using its statistics.4 Each BS’s timing-advance jitter is taken
to be uniformly distributed in the interval [−0.1TS , 0.1TS ],
and is independent of the jitters of other BSs. The figure
shows that JLS’s performance is better than that of JWF in
the presence of jitter. At an SNR of 15 dB, while modifying
the JWF design leads to a marginal improvement in its sum
rate by 0.3 bps/Hz, modifying the JLS design significantly
improves its sum rate by 1.6 bps/Hz. (The performance of the

4The performance of modified CISVD is not shown given its complexity.
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Fig. 7. Sum rate comparison of JWF, JLS and CISVD in a 3-cell system with
conventional benchmark schemes in an idealized synchronous interference
environment (K = 3, B = 3, NT = 3, NR = 2, L = 2).
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Fig. 8. Sum rate comparison of modified JLS and JWF in the presence of
imperfect timing-advance (K = 2, B = 2, NT = 3, NR = 2, L = 2).
Modified CISVD is not evaluated given that no closed-from expression is
available for the jitter-averaged sum rate.

conventional nullification method is not shown here as timing-
advance inaccuracy is not modelled by it.)

VI. CONCLUSIONS AND DISCUSSION

In this paper, we investigated the impact of asynchronous
interference on the downlink performance of MIMO systems
with BS cooperation. We developed a detailed mathematical
model that showed that when cooperative BSs jointly transmit
to multiple users, the data streams intended for the multiple
users inevitably interfere asynchronously with each other. This
is so even when perfect timing-advance is used to synchronize
the reception of the desired signal components. We looked at
three linear precoding design methods, previously considered
in the literature, and came up with three corresponding new
precoding methods – JWF, JLS, and CISVD. All the three
markedly outperformed conventional methods that did not ac-
count for the asynchronous nature of the interference. CISVD
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and JWF realized significant gains in spectral efficiency,
while JLS achieved a good trade-off between asynchronous
interference mitigation and algorithmic complexity. All three
methods performed well in channels with redundant spatial
dimensions.

Essentially, the paper moves a step closer to realizing the
great potential of BS cooperation in practical implementations
of interference-limited multi-user MIMO systems. Part of our
future work involves extending the analysis of this paper to di-
rectly optimize the linear precoding designs based on a per-BS
power constraint. Also, exploiting the correlation between the
interference observed in adjacent symbols can lead to further
improvement in performance. Lower complexity solutions that
can enable cooperation between more base stations are also
another area of interest.

While this paper focused on single carrier communication
over flat-fading channels, extending it to delay-dispersive
(frequency-selective) channels and, in particular, the popular
Orthogonal-Frequency-Division-Multiplexing (OFDM) sys-
tems, is of great interest. In frequency-selective channels, the
BS cooperation schemes need to mitigate both multi-user inter-
ference (MUI) and inter-symbol interference (ISI). In OFDM
systems, asynchronous interference can be greatly alleviated
by accommodating the delay offset in the cyclic prefix (CP).5

So long as the CP prefix is longer than the sum of the
maximum delay offset and the channel delay dispersion, BS
cooperation can be implemented on a sub-carrier basis using
the approaches in [5]–[10]. However, increasing the CP length
reduces the spectral efficiency of the system. Furthermore, in
cellular systems with large cell sizes, a sufficiently long CP
might not be practical. In this case, MUI, ISI, and inter-carrier
interference (ICI) will occur simultaneously and will need
to be tackled by the BS cooperation algorithms. (ICI occurs
because MUI – from other subcarriers – is not orthogonal to
the desired signals.). This results in a much more complicated
system model; optimizing it is a subject to future research.

APPENDIX

A. Optimal Linear Precoding for JWF: Derivation

Denoting the MUI term in (2) as Jk =∑K
j=1

(j �=k)

∑B
b=1 H(b)

k T(b)
j i(b)jk (m), NMSEk takes the form

NMSEk =
1

Ωk
E
[
(HkTksk − Aksk + Jk + nk)†

(HkTksk − Aksk + Jk + nk)
]
. (29)

Using the results in Section II-B, the above equation, after
considerable simplification, becomes

NMSEk =
1

Ωk
Tr

{
B∑

b1=1

B∑
b2=1

H(b1)
k T(b1)

k T(b2)
k

†
H(b2)

k

†
}

− 1
Ωk

Tr

{
B∑

b=1

H(b)
k T(b)

k A†
k

}
+

N0NR

Ωk

5We differentiate between orthogonal-frequency-division-multiple-access
(OFDMA) systems and OFDM systems. In an OFDMA downlink, different
users are transmitted to using different small frequency chunks. On the other
hand, in an OFDM system, each downlink transmission is to one user, it
occupies the entire bandwidth, and it uses OFDM.

+
1

Ωk
Tr

{
−Ak

B∑
b=1

T(b)
k

†
H(b)

k

†
+ AkA

†
k

}

+
1

Ωk
Tr

⎧⎪⎪⎨
⎪⎪⎩

K∑
j=1

(j �=k)

B∑
b1=1

B∑
b2=1

β
(b1,b2)
jk H(b1)

k T(b1)
j T(b2)

j

†
H(b2)

k

†

⎫⎪⎪⎬
⎪⎪⎭ ,

where we used the identity E

[
J†

kJk

]
= Tr

{
E

[
JkJ

†
k

]}
.

To solve (9) in closed-form, we minimize the following
Lagrange objective function:

f
(
{Tk}K

k=1

)
=

K∑
k=1

NMSEk

+
K∑

k=1

κk

(
Tr

{
B∑

b=1

T(b)
k

†
T(b)

k

}
− P tx

k

)
, (30)

where κk are the Lagrange multipliers associated with the
power constraints for MSs 1, . . . ,K, respectively. Equating to
zero the general complex derivative of f with respect to the
matrix T(b)

k results in6

∂f

∂T(b)
k

=
K∑

j=1

1
Ωj

B∑
b1=1

β
(b,b1)
kj T(b1)

k

†
H(b1)

j

†
H(b)

j

− 1
Ωk

A†
kH

(b)
k + κkT

(b)
k

†
= 0, for b = 1, . . . , B. (31)

Doing so leads to CkTk +κkTk = 1
Ωk

Hk
†Ak, and thus (10).

Substituting this solution in the power constraint shows that
κk is one of the roots of the equation

∑NT B
i=1

bki

(x+λki)2
=

P tx
k Ω2

k, where bki =
[
U†

kH
†
kAkA

†
kHkUk

]
ii

, Ck has

the eigenvalue decomposition UkΛkU
†
k, and Λk =

diag
{
λk1, λk2, . . . , λk(NT B)

}
. Since these equations may

have multiple solutions, κ1, . . . , κK are jointly chosen to
minimize the overall NMSE. Note that the optimal solution
satisfies power constraints with equality at all the MSs.

B. Derivation of SLNR expression

The desired signal component received by MS k

is xk =
√

P tx
k

Lk
HkQksk, and has a power P rx

k =
P tx

k

Lk
Tr
{
Q†

kH
†
kHkQk

}
. From (2), the (asynchronous) interfer-

ence leakage at MS j from the signal xk (meant for MS k)
that is transmitted by the B BSs is

∑B
b=1 H(b)

j T(b)
k i(b)kj . Its

power, P leak
kj , is therefore given by

P leak
kj =

P tx
k

Lk

B∑
b1=1

B∑
b2=1

β
(b1,b2)
kj Tr

{
Q(b1)

k

†
H(b1)

j

†
H(b2)

j Q(b2)
k

}
.

(32)
Here, the sub-matrix Q(b)

k collects the rows in the precoder Qk

associated with the bth BS. Finally, the noise power at MS k

is N0NR. Therefore, SLNRk = P rx
k�K

j=1
(j �=k)

P leak
kj +N0NR

, takes the

form in (13).

6We use the following definition of the matrix derivative:
∂f(X)

∂X
=

�
∂f

∂xji

�
. From this it follows that, ∂Tr{AX}

∂X
= A and

∂Tr
�
AXBX†�

∂X
= BX†A.
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C. Modified JWF With Imperfect Timing-Advance

From (22), the mean value of NMSEk, obtained by averag-
ing over ε

(b)
k , can be shown to be:

Eε [NMSEk] =
1

Ωk
Tr
{
AkA

†
k

}
+

N0NR

Ωk

+
1
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+
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+Tr
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k
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⎭ .

In a manner similar to (10) and (11), minimizing the following
Lagrange objective function:

f
(
{Tk}K

k=1

)
=

K∑
k=1

Eε [NMSEk]

+
K∑

k=1

κk

(
Tr

{
B∑

b=1

T(b)
k

†
T(b)

k

}
− P tx

k

)
,

results in (24).

D. Modified JLS With Imperfect Timing-Advance

From (22), the power of received desired signal component
at MS k, averaged over ε

(b)
k , is given by Eε [P rx

k ] =
P tx

k

Lk
Eε

[
Tr
{
Q†

kΓ
†
kH

†
kHkΓkQk

}]
= 1

Lk
Tr
{
Q†

kM̃kQk

}
.

Similarly, its leakage power to other users, averaged over
ε
(b)
k , is

Eε

[
P leak

kj

]
=

P tx
k

Lk

B∑
b1=1

B∑
b2=1

¯̃
β

(b1,b2)
kj Tr

{
Q(b1)

k

†
H(b1)

j

†
H(b2)

j Q(b2)
k

}
,

and the averaged ISI (or “self-leakage") is given by

Eε

[
P leak

kk

]
=

P tx
k

Lk

B∑
b1=1

B∑
b2=1

Eε

[
α

(b1)
k α

(b2)
k

]
p
(b1,b2)
k

× Tr

{
Q(b1)

k

†
H(b1)

k

†
H(b2)

k Q(b2)
k

}
.

Deriving a corresponding lower bound (as in (15)) for the
modified expression SLNRk = Eε[P

rx
k ]

�K
j=1 Eε[P leak

kj ]+N0NR
and ap-

plying Lemma 1 to it yields the solution in (26) and (27).
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