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Abstract
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Abstract—Backscatter radio is proposed for sensor networks.
In that way, the transmitter for each sensor is simplified to
a transistor connected to an antenna and therefore, the cost
for each sensor’s communicator becomes negligible, while en-
ergy used for wireless communication per sensor is minimized.
A software-defined transceiver is built to transmit a carrier,
receive the reflections from various sensors and extract their
transmitted messages. This work presents a thorough model
of the backscatter radio link, the system architecture and a
set of data extraction techniques for each sensor’s information,
testing in practice a sensor communicating through backscatter
at a range of approximately 15 meters indoors, with 5 milliwatt
transmission power at 10 bits per second. This work highlights
the idiosyncrasies of the backscatter channel and provides a new
communication perspective in the fertile area of scalable sensor
networks, especially when low bit-rate, ultra-low cost sensors are
required.

Index Terms—RFID, fading channel, bit error rate, wireless
sensor networks.

I. INTRODUCTION

THE technique of radio backscatter is commonly used
in RFID (Radio Frequency IDentification) systems. In

a typical application, a RFID tag communicates to a reader
(sometimes called an interrogator) its identification number
and in some cases additional information stored in its memory.
Radio backscatter communication is an attractive solution
in such systems because the tag does not need to actively
transmit any radio signal; the tag simply reflects a radio signal
transmitted by the interrogator and modulates the reflection,
by controlling its own reflection coefficient [1]–[3]. This leads
to very-low-cost implementations and also very low power
requirements in the tag. Indeed, in systems where the distance
between tag and interrogator is short (i.e., less than 2-5 m or
so), RFID tags may derive their power from the signal received
from the interrogator. Such batteryless tags are known as
“passive” and the maximum distance (range) achieved by such
systems is determined by the tag’s ability to extract enough
voltage from the received signal. Even though passive RFID
technology has matured since the first work on modulated
backscattered signals [1], the range of typical passive RFID
systems is limited, at most within a room [4], spanning a
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variety of applications from classical supply chain monitoring
and inventory control to non-traditional applications such as
music interfaces [5].

By contrast, RFID systems that require a larger operat-
ing distance use tags that are known as “semi-passive” (or
“battery-assisted” [6]). Such tags include a battery but, like
their passive counterparts, they too use backscatter (rather
than active transmission) as the communication mechanism
(e.g. [7]). The battery is used only to operate the tag state
machine and the backscatter modulator and, as a result, it is
possible for such tags to communicate over longer ranges. The
maximum range of a semi-passive tag depends on the signal-
to-noise ratio (SNR) available at the interrogator receiver. This
in turn, depends on system parameters such as the power
level transmitted by the interrogator, the reflection efficiency
of the tag, the SNR efficiency of the modulation scheme, the
noise figure of the interrogator receiver, the radio-propagation
environment, as well as the bit-rate.

In many RFID implementations, bit rates have to be rela-
tively high because the RFID tag needs to convey its message
to the interrogator in a fraction of a second (eg. [8]). By
contrast, in sensor networks this limitation does not usually
apply. In this work, an architecture for a wireless sensor net-
work is presented, based on radio backscatter communication
where the operating range can be as large as 100 meters
outdoors. The long range is made possible, in part, by the use
of extremely low bit rates between the “tags” (the sensors, in
this case) and the “interrogator” (referred to as hub, in this
case). Even bit rates as low as 10 bps or less are acceptable
because the sensors are at fixed locations, continuously able
to backscatter the signal from the hub. In many applications,
the sensors need to transmit observed data (e.g. temperature)
at intervals of seconds to minutes. Thus, a continuous bit-rate
of just a few Hz is adequate in applications where relatively
“slow” environmental changes are monitored.

Utilizing backscatter for sensor networks provides a low-
complexity and ultra low-cost solution for each sensor trans-
mitter, since the latter could consist of a single RF transistor
switch. Apart from the attractive simplicity of the sensor
transmitter, backscatter radio simplifies the overall network
architecture, since all sensors (tags) unidirectionally transmit
towards the interrogator (hub), as opposed to more involved
network architectures that rely on multi-hop, self-organized
(ad hoc) routing. In [9], a comparison of energy consumption
between active RFID (single-hop) and typical wireless sensor
network (multi-hop) is attempted, revealing relevant depen-
dencies of communication range and sensor topology on the
overall energy budget. In [10], the performance of an ALOHA
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access scheme is modeled and analyzed for an active RFID
system where tags only transmit short bursts of their unique
identification number.

Despite its attractive conceptual simplicity, backscatter radio
for sensor networks as envisioned in this work, must take into
account unique constraints (idiosyncracies):

i. Ultra-low complexity sensors: Sensors (tags) in this work
meet very stringent requirements of low cost, low power
and small size. The transmitter of each sensor consists
of a single transistor that switches antenna impedance
between two states, while coding and signal conditioning
are extremely simple. However, the hub receiver includes
more sophisticated signal processing to offset, as much
as possible, this limitation.

ii. Unidirectional communication: In many typical RFID
applications, tags include a receiver. This allows the tag
to detect when it interferes (collides) with other tags and
simplifies multiple-access by allowing the interrogator to
control tag transmissions. That is the key idea behind
Aloha-based or tree-based anti-collision algorithms [11].
By contrast, sensors in this work do not have a receiver
and thus, there is no mechanism for coordination or
synchronization among them [12]. As such, anti-collision
algorithms found in the RFID literature are not an option.

iii. Continuous sensor operation: All sensors in this work
continuously backscatter their information. As such, the
presented system contrasts with prior systems designed
to acquire information from a subset of tags (or a single
tag) within a fraction of time and not continuously (see
for example pioneering RFID work in [8]).

iv. Ultra-fast varying multi-path: Multi-path is not consid-
ered a major problem in typical RFID systems because
radio propagation is usually “line of sight” (LOS) and
the bit rate is sufficiently high that, if multi-path occurs,
it affects received signal strength in an approximately
constant fashion over the duration of the message. By
contrast, the much lower bit-rate in this work means that
phase and amplitude of the received signal may change
substantially due to multi-path, over time intervals as short
as a couple of bits, even for static (not mobile) sensors.
This work provides a detection scheme that is tolerant of
such impairments.

Consequently, the contributions of this paper are summa-
rized below:

a. A thorough model of the backscatter wireless channel that
highlights its distinctive characteristics and serves as a solid
framework for future research in relevant problems such as
channel access, signal processing and detection techniques
for backscatter radio sensor networks.

b. A concrete set of signal and data extraction techniques
for each sensor’s information, especially suited to the
unidirectional character and fast varying multi-path nature
of backscatter channel, as well as the continuous operation
of all sensors.

c. A proof-of-concept demonstration of backscatter commu-
nication for ultra low-cost sensor networks with a complete
hardware and flexible software prototype, using a desktop
personal computer (PC).

Sensors

Hub

Fig. 1. Layout of a Backscatter-based sensor network. Several low-cost
sensors modulate and reflect a carrier transmitted by a central station (hub).

Rx Ant

ADCCPU Homodyne 
RF front end

Power Amplifier

Splitter

RF Oscillator

Q
I

Tx Ant

RF Carrier

PC

Hub

Control

switch

Sensor

reference

RF Impedance

Fig. 2. Backscatter communication between the hub and a single sensor.
Notice that the transmitting element at the sensor, is simply a switch made
of a transistor.

The presentation is divided in two parts: Section II describes
the system architecture, including the basic assumptions and
system equations, modulation and access scheme used by all
sensors, as well as a summary of the radio prototype. Section
III describes data extraction for each sensor, including all
techniques used for signal filtering, detection and synchro-
nization. Techniques are evaluated with simulation as well
as experimental results from the radio prototype. Finally,
conclusion is provided in section IV.

II. SYSTEM ARCHITECTURE

A system of approximately N =100 ∼ 200 ultra low-cost
sensors, located outdoors within approximately dmax = 100
meters from a central hub, is envisioned (Fig. 1). The sensors
monitor and continuously report to the hub, one or more
environmental quantities that vary slowly with time. Therefore,
the required bit-rate per sensor is limited, on the order of
10 bps/sensor. Such slowly-varying environmental quantities
include (but are not limited to) environmental pollutant con-
centration, humidity or temperature.

A. The Radio Link

The unmodulated radio-frequency (RF) carrier transmitted
by the hub can be written as

shub(t) =
√

2PT exp
[
j(ωct + φc)

]
, (1)

where PT, ωc, φc are the power, angular frequency and phase
respectively of the RF carrier transmitted from the hub.

At distance di between hub and sensor i, the signal power
has experienced “one-way” propagation link loss Li. It is
assumed that the hub antenna is mounted at height hT and
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the sensor antenna at height hR. Taking into account the line-
of-sight (LOS) path between hub and sensor antenna, as well
as one reflection from the ground, one-way loss Li can be
approximated by [13]:

Li =
received power

transmitted power
=

{
GTGR (λ/4πdi)

2 , if di < d0

GTGR
(
hThR/d 2

i

)2
, if di ≥ d0

(2)

where GT and GR are the gains of the transmitting (hub) and
receiving (sensor) antenna respectively, λ is the RF carrier
wavelength and d0 is given by:

d0 =
4πhThR

λ
. (3)

Notice that accounting for a single ground reflection, results to
the well-studied phenomenon of signal received power being
decreased faster than in free space. In this simple scenario,
received power drops between the second or fourth power of
distance.

At the sensor, the received signal ri(t) is simply reflected
back out of the same antenna that received it. Sensor in-
formation is modulated onto the reflected signal by varying
the sensor’s reflection coefficient ηi(t). Sensor i accomplishes
this by controlling a semiconductor device (e.g. a field-effect
transistor (FET) or a diode) attached to the antenna (Fig. 2).
Accordingly, the reflected signal can be written as:

si(t) = ηi(t) ri(t). (4)

In practical implementations of backscatter, the reflection
coefficient has only two distinct possible states, and backscat-
ter modulation is accomplished by alternating between these
two states. Because of that, the reflection coefficient can be
written in terms of a binary function of time, bi(t), that only
takes the values ±1:

ηi(t) = η0 + ηm bi(t), (5)

where η0 represents a fixed (unmodulated) complex reflection
and ηm is the amplitude of the modulated component of
the reflection. With this notation, the two possible complex
reflection coefficients are η0 + ηm and η0 − ηm. The fixed
reflection component adds a multitude of fixed reflections
from all static scatterers in the environment and as such,
it does not contribute in sensor backscatter communication.
Consecutively, η0 is ignored and the above equation is simply
written as:

ηi(t) = ηm bi(t). (6)

Finally, the backscattered signal travels from sensor i back to
the hub and as such, experiences again power loss Li. The
latter assumes that the hub receive antenna has the same gain
and polarization as the hub transmit antenna. Thus, the power
of the received signal at the hub, due to backscatter operation
at sensor i, is given from:

P hub
i = PT L2

i η, (7)

where η is the reflection efficiency of the tag with value
dependent on ηm.1 For convenience, it is assumed that all

1A detailed analysis of optimization parameters related to reflection can be
found in [14].
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Fig. 3. Spectrum of received signal at the hub receive (Rx) antenna, under
the basic assumptions of this work.

sensors are made of the same materials and antenna designs
and thus, reflection efficiency η, as well as ηm, are the same
across all sensors. Consecutively, the backscattered signal
received at the hub due to sensor i, can be written as a complex
function of time:

ri
hub(t) = Ai(t) bi(t) exp(jωct + φ0(t)), (8)

where Ai(t) is the (real) time-varying amplitude and φ0(t) is
the time-varying carrier phase of the received signal, due to
backscatter operation of sensor i. Notice that both amplitude
and carrier phase are functions of time, given the time-varying
nature of the wireless channel between hub and sensor i.
A thorough presentation regarding the time-varying nature
of multi-path propagation in wireless channels is beyond the
scope of this paper. For our purposes, it is sufficient to note
that carrier phase φ0 is time-varying and unknown, in general.

B. The Modulation at Each Sensor

In each sensor i, the function bi(t) generated by the con-
troller is a square wave at a predetermined frequency, referred
to as the subcarrier frequency fsi (or angular subcarrier
frequency ωsi) of that sensor. Information from each sensor
is modulated onto its unique subcarrier, i.e. different sensors
have different subcarrier frequencies. The available sensor
subcarrier frequency band is denoted as (fsMIN, fsMAX), with
available bandwidth B = fsMAX − fsMIN (Fig. 3).

Given that for sensor i, the subcarrier waveform bi(t) can
only take two values (±1) in the implemented sensors, binary
modulation is the only option. Minimum shift keying (MSK)
was chosen, which is a special case of frequency shift keying
(FSK), because it has better power spectrum properties com-
pared to other digital modulation techniques such as amplitude
shift keying or phase shift keying. Specifically, MSK has a
power spectrum SMSK(f) that drops as the fourth power of
frequency [15]:

SMSK(f) ≈ 1
(5Tf)4

, (9)
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as opposed to BPSK, where power spectrum drops as the
second power of frequency [15]:

SBPSK(f) ≈ 1
(2πTf)2

, (10)

where T is the symbol (bit) duration. This is a useful property
when two different sensors operate in closely adjacent subcar-
rier frequencies. In that case, utilization of MSK is preferable
over BPSK (or ASK) simply because interference from one
sensor to the other is minimized.2

Consecutively, bi(t) is written as a square wave of angular
frequency ωsi, with angle modulation represented by φsi(t),
in terms of its Fourier components:

bi(t) =
4
π

+∞∑
k=0

1
2k + 1

cos
[
(2k + 1)

(
ωsit + φsi(t)

)]
. (11)

With FSK modulation and no baseband filtering (due to the
simple backscattering operation of each sensor), φsi(t) can be
written as:

φsi(t) = 2πΔfs

∫ t

0

∑
k

Bi[k] p(τ − kT ) dτ, (12)

where T is the bit duration, Bi[k] = ±1 is the information bit
pattern of sensor i, p(t) is a rectangular pulse of duration T
and amplitude 1 and finally, Δfs is the frequency deviation.
For MSK specifically, Δfs = 0.25/T [15].

The use of rectangular pulses (according to eq. (12) and
Δfs = 0.25/T ) simplified practical implementation of MSK
modulation at each sensor. Nevertheless, rectangular pulses
also imply the existence of odd harmonics. In order to avoid
interference of third (or higher) harmonics of one sensor sub-
carrier to other sensor signals, the minimum sensor subcarrier
frequency utilized, should be chosen appropriately:

3 fsMIN > fsMAX ⇒ fsMIN >
fsMAX

3
. (13)

The sensors and receiver built adhere to the above rule, with
fsMAX = 200 kHz and fsMIN = 67 kHz.

C. The Hub Receiver RF Front-End

The RF front-end of the hub receiver implemented in this
work, only sees the fundamental component of the square
wave bi(t). This is done in order to simplify hub receiver
design, as capturing higher harmonics would need a much
wider bandwidth than B = fsMAX − fsMIN. From (11), it can
be seen that the fundamental component holds ≈ 80% of the
total power of the square wave. Therefore, including all the
harmonics would, at best, improve signal strength by about 1
dB. This does not justify the substantial additional cost and
complexity associated with the wider bandwidth.

Substituting the fundamental term from (11) into (8), the
following expression for the backscatter signal from sensor i
is obtained:

ri
hub(t) =

4
π

Ai(t) exp (jωct + φ0(t)) cos
(
ωsit + φsi(t)

)
.

(14)

2Sensor subcarrier frequency allocation and relevant issues are discussed
in detail in the subsection II-D.

It is common in backscatter communication to use homo-
dyne detection in the receiver. This is particularly effective
because the receiver is co-located with the source of the RF
carrier and, by using the transmitted signal itself as a refer-
ence for homodyne detection, phase noise cancels out ([16],
pp. 129-138). For the purposes of this document, it is sufficient
to note that a homodyne receiver removes the RF carrier (i.e.,
the signal is frequency-shifted to 0-Hz center frequency) and
extracts the real and imaginary part of the received signal (also
referred to as the “in-phase” and “quadrature” components).
Thus, the output of the RF homodyne front-end is a pair of
real signals for sensor i:{

yIi(t) = (4/π) Ai(t) cos
(
φ0(t)

)
cos
(
ωsit + φsi(t)

)
yQi(t) = (4/π) Ai(t) sin

(
φ0(t)

)
cos
(
ωsit + φsi(t)

) ,

(15)

where yIi(t) is the real part of (14) (the “in-phase” component)
and yQi(t) is the imaginary part of (14) (the “quadrature”
component).

Finally, taking into account backscattered signals from N
sensors, as well as noise at the receiver, the aggregate signal
seen from the analog-to-digital converter (ADC) immediately
after the heterodyne front-end (Fig. 2), becomes:

rI(t) =
N∑

i=1

yIi(t) + nI(t), rQ(t) =
N∑

i=1

yQi(t) + nQ(t), (16)

where nI(t), nQ(t) represent additive receiver noise. Sources
of receiver noise include thermal and quantization noise and
the two noise components above are assumed to be low-
pass, independent and identically distributed Gaussian random
processes. The power spectral density of the noise is assumed
flat, up to a cutoff frequency W , which denotes the homodyne
RF front-end bandwidth. Their variance σ2 is related to power
spectral density N0 by:

σ2 = E
{
n2

I

}
= E

{
n2

Q

}
= WN0. (17)

The implemented homodyne RF front-end of this work
has bandwidth W ≈ 220 kHz, accommodating the selected
maximum subcarrier frequency fsMAX = 200 kHz and thus,
the whole sensor subcarrier frequency range.

D. The Sensors Access

Each sensor bit rate of R = 1/T = 10 bps is orders
of magnitude smaller than each sensor subcarrier frequency
fsi ∈ B = [67 kHz, 200 kHz]. Therefore, eqs. (15) imply that
each sensor’s signal is a narrow-band signal centered around
its own and unique subcarrier frequency, allowing multiple
sensors to operate simultaneously in this subcarrier frequency
range. Fig. 3 provides a snapshot of the received backscattered
signal spectrum,3 around the carrier frequency fc. Notice that
RF clutter around the carrier frequency is typical, due to
scatterers around the hub, and that is why fsMIN >> 0 Hz.

The continuous operation of all sensors differentiates this
work from traditional RFID systems, where usually the in-
terrogator access a subset of the tags (sensors) within a

3This is the received signal at the hub receiver (Rx) antenna, before
heterodyne downconversion to dc.
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TABLE I
SIMULATION PARAMETERS FOR EDGE COLLISION PROBABILITY

EVALUATION

R 10 bps
dmax 100 m
dmin 10 m
PT 30 dBm
fc 900 MHz

GT 9 dB
GR 3 dB
hT 3 m
hR 0.25 m
η -10 dB

N0 -164 dBm/Hz

percentage of time (not continuously). The latter scenario
occurs when a) a single tag passes within working range of
the interrogator [8], as in toll collection scenarios or b) tags
are equipped with receivers and can be addressed individually
[17], or in groups with the help of a tree-based anti-collision
algorithm (e.g. see [11]). The sensor access scheme in this
work is, in principle, based on the limited required bandwidth
for each sensor and the fact that different sensors operate in
different subcarrier frequencies, in conjunction with a flexible
data processor (discussed subsequently).

In practice, given that sensors continuously modulate with-
out any baseband filtering mechanism (due to backscatter
operation), adjacent in subcarrier frequency sensors might
interfere with each other. This event might occur depending
on how close in subcarrier frequency are the sensors and how
much different is their signal power. Following the notation of
this work and particularly eqs. (7), (9), signal-to-interference-
and-noise ratio (SINR) can be calculated, as well as the
probability of SINR to fall below a target ratio (TR) for
Eb/N0, required for successful reception:

Pr

{
P hub

i /R

N0 +
∑N

j �=i,j=1 SMSK(|fsj − fsi|) P hub
j /R

< TR

}
,

(18)

where Eb denotes energy-per-bit. Notice that interference from
one sensor to another does not depend on the wireless envi-
ronment between them, but instead, depends on the wireless
environment (and distance) between each sensor and the hub.
This is another distinctive characteristic of backscatter radio
due to its two-way (from hub to sensor and back to hub),
round-trip nature.

Fig. 4 plots the above probability of outage (or sensor
collision, as commonly referred to in the RFID literature),
for the worst-case scenario of sensor i located at the edge of
coverage di = dmax = 100 meters. The rest of the sensors are
uniformly distributed with ranges between 10−100 meters and
subcarrier frequencies randomly (i.e. not carefully) assigned.
The list of parameters used are summarized in Table I. It is
shown that for a moderate target ratio (TR) Eb/N0 of 6 dB,
the worst-case collision event occurs with probability of ∼
2.5% for 100 sensors or 8.5% for 300 sensors, when sensor
subcarrier frequencies are randomly assigned. We note that
this is worst case scenario values, as a sensor located closer
to the hub (and not at the edge of coverage), has stronger
backscattered signal. Still, these numbers indicate that a rather
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Fig. 4. Collision (outage) probability for a sensor located at the edge of
coverage (100 m).

limited number of sensors will not work (collide). This can be
compensated by installing additional sensors into the network,
given their reduced complexity and cost.

The same plot shows that when subcarrier frequencies are
equally spaced in the available range B, the above probability
goes to zero, even for 300 sensors. Between the two above
scenarios (random assignment or equally spaced subcarrier
frequencies), there is the alternative scenario of carefully allo-
cating frequencies for sensors closer to the hub and randomly
assigning subcarrier frequencies for all the rest.

Accordingly, sensor interference is not an issue for the
majority of sensors in this system, under the aforementioned
assumptions. The basic reason is the limited bandwidth needed
for each sensor, which is 3 − 4 orders of magnitude smaller
than the available subcarrier frequency band B, allowing
simultaneous operation of multiple sensors. A similar result
was also reported in [18].

Thereinafter, we strictly focus on sensors that do not collide
and as such, any reference to noise will be limited to receiver
noise. From eq. (15), the average energy per bit can be derived:

Eb = (16/π2) A2
i T/2, (19)

and the SNR for sensor i information signal becomes:

ρ =
Eb

N0
=

8
π2

A2
i T

σ2/W
. (20)

The formula above assumes coherent (optimal) combining
of the in-phase and quadrature components in eq. (15), as well
as stable signal amplitude Ai(t).4

E. System Prototype Details

1) Hub: The frequency of the transmitted RF carrier is
tunable in the range 900-930 MHz, with transmitted power at
5 mW. A portion of the signal transmitted by the antenna is
also used as the local oscillator (LO) for homodyne reception
and down-conversion. As already mentioned, the bandwidth
of the implemented RF front-end is W ≈ 220 kHz.

4Ai(t) = Ai = constant, otherwise ρ becomes a function of time.
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(a) Hub (b) Sensor

Fig. 5. The hub includes a transmit (Tx) and a receive (Rx) antenna. Each
sensor built in this work consists of a bow-tie antenna connected to a transistor,
controlled by a low-cost micro-controller and a large, manual switch (for
demonstration purposes).

The result of the down-conversion is a pair of in-phase (I)
and quadrature (Q) baseband waveforms, digitized by a dual-
channel 16-bit analog-to-digital converter (ADC) (Strategic
Test, Ultra-Fast series). The sampling rate is 1 MHz for each
waveform (Figs. 2, 6). With this sampling rate, the Nyquist
frequency is 500 kHz which allows subcarrier frequencies up
to fsMAX = 200 kHz to be accurately recorded with enough
margin for digital filtering of adjacent signals. The 16-bit
resolution allows adequate dynamic range to accommodate
sensors at various distances from the hub. The ADC board
is installed in a desktop personal computer (PC) and data
processing is performed completely in software. From that
perspective, the system described in this work is software-
defined. Fig. 5(a) is a photo of the hub transmit and receive
antennas. The metal box between them provides a simple, yet
efficient, separation between transmit and receive RF signals.

2) Sensors: Each sensor is designed around a low-power
micro-controller (Texas Instruments MSP430) driving a low-
power RF switch. The micro-controller clock is derived from a
low-cost watch-type crystal at 32768 Hz, with an accuracy of
100 ppm. The specific subcarrier frequency for each sensor, in
the aforementioned range B = [67 kHz, 200 kHz], is produced
by a software-based phase-locked-loop (PLL), which makes
FSK or MSK modulation easy to implement.

Each sensor is battery-assisted and operates semi-actively:
battery is only used for switching on/off a single transis-
tor, performing subcarrier modulation, without any further
signal conditioning, amplification or processing. Decoupling
the power requirements of each sensor to function from the
power required for successful communication allows backscat-
ter radio operation in extended ranges. Furthermore, batteries
in sensors are commonly already available to power the
electronics required for monitoring a specific parameter of
interest (eg. pollutant concentration, humidity etc). Fig. 5(b)
is a photo of one of the sensors built for experimentation,
where each sensor’s bow-tie antenna can be seen. Bow-tie
antennas are easy to tune in a wide spectrum range around
fc = 900 MHz.

front 
end FFT

I
Q

Processing 
for Tag 1

ADC

PC

Rx Ant

Processing 
for Tag 2

Processing 
for Tag N

Homodyne 
RF front-end

Fig. 6. The hub receiver architecture. In-phase (I) and quadrature (Q)
component of the aggregate received signal is sampled and converted to
the frequency domain. Processing for each individual sensor follows using
a general purpose desktop computer.

III. DATA PROCESSING

Data processing involves the software-defined part of the
receiver, which consists of a dual-channel ADC and a desktop
PC. The received signal after homodyne RF processing (eq.
(16)) is sampled and processed in software, with the following
goals:

1) to extract the useful narrow-band signals, around the
subcarrier frequencies of all sensors,

2) to reduce the sampling rate appropriately, from 1 MHz
to a few tens of Hz, given that memory and processing
time per sensor signal are practically limited, especially
when a large number of sensors is utilized, and

3) to detect the transmitted bit patterns and synchronize to
the information bits for each sensor.

The following subsections describe in detail the techniques
(and their rationale) followed in this work.

A. Sensor Signal Acquisition

The first required task is to identify how many sensors
are operating and which are their respective subcarrier fre-
quencies. Therefore, the average power spectrum is calculated
using efficient fast fourier transforms (FFT) and then, a search
is performed for all signals with bandwidth close to the
nominal, of a few tens of Hz. The frequency resolution used
was on the order of 0.5 Hz and the algorithm provided
an estimate of the subcarrier frequency fsi for each sensor
i ∈ {1, 2, . . . , N}. For convenience, the search was practically
performed around a list of predetermined frequencies, taking
into account the accuracy of each sensor’s crystal (±20 Hz,
for the crystal stability and subcarrier frequency range used).
In future versions of this receiver, the search will be performed
without the need for a predefined list of frequencies, requiring
additional processing of the average power spectrum.

After the estimation of the subcarrier frequency fsi for each
sensor i, the software-defined receiver performs sensor signal
filtering around each subcarrier frequency and at the same
time, down-sampling from 1 MHz to 100 Hz (Fig. 6). In
that way, each sensor signal is down-converted to dc and the
number of samples/sec/sensor is decreased by a factor of 104,
reducing computation burden considerably.

Filtering around each subcarrier frequency fsi is performed
using the following impulse response:

h(t) =
{

cos
(

π
2T t
)

,−T ≤ t ≤ T
0 , elsewhere

(21)
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with equivalent frequency domain representation:

H(f) = T sinc

[
2T

(
f − 1

4T

)]
+ T sinc

[
2T

(
f +

1
4T

)]
,

(22)

where sinc(x) = sin πx
πx .

The above filter response coincides with the nominal pulse
of MSK modulation. Filtering is performed at the frequency
domain representation of yI(t) + jyQ(t) (from eq. (16)), by
exploiting efficient fast fourier transform (FFT) techniques
and extracting two complex (or equivalently four real) signals
for each sensor. The first complex signal is extracted after
multiplication with H(f − fsi) and thus, corresponds to
the positive-frequencies signal component yi+(t) of sensor i.
The second complex signal that corresponds to the negative-
frequencies component yi-(t) is extracted in a similar way.
Down-sampling is also performed during this filtering stage.
Fig. 7 depicts the above steps for the acquisition of each
sensor’s signal:{

rIi(t) = (4/π)Ai(t) cos
(
φ0(t)

)
cos
(
ωsit + φsi(t)

)
+ nI(t)

rQi(t) = (4/π)Ai(t) sin
(
φ0(t)

)
cos
(
ωsit + φsi(t)

)
+ nQ(t) .

(23)

B. Sensor Data Extraction

As stated before, the SNR expression in (20) assumes
coherent (optimal) combining of the two (complex) extracted
signals rIi(t) and rQi(t) for each sensor i. Coherent, or equiv-
alently maximum ratio combining (MRC) in this problem,
corresponds to:

ri
opt(t) = cos

(
φ0(t)

)
rIi(t) + sin

(
φ0(t)

)
rQi(t). (24)

From the above equation, it can be seen that MRC com-
bining requires estimation of the RF carrier phase φ0. Due to
the low bit-rate of each sensor (R = 10 bps), or equivalently
the extended time duration of each bit (T = 1/R = 100
msecs in this system), factors affecting φ0 including multi-
path, cannot be assumed stable enough within multiple bit-
periods. Therefore, obtaining accurate estimates of φ0 is not
feasible and coherent combining is not an option. This is
another distinctive characteristic of the backscatter radio, as
presented in this work.

Without the option of coherent combining, an important
part of this work has been to identify combining techniques
that are simple to implement, with a reasonable performance
penalty compared to (ideal) coherent combining. To that
end, a different way of decomposing the received signal is
considered: instead of expressing the signal in terms of real
and imaginary parts, it is expressed in terms of positive and
negative frequency components. Accordingly, sensor i sum of
extracted I and Q signals from eq. (15) is equivalent to:

yIi(t) + j yQi(t) =
2Ai(t)

π

{
exp
(
jφ0 + jφsi(t)

)
exp
(
jωsit

)
+ exp

(
jφ0 − jφsi(t)

)
exp(−jωsit)

}
= yi+(t) exp(+jωsit) + yi-(t) exp(−jωsit), (25)

with positive and negative frequency components:{
yi+(t) = 2Ai(t)

π exp [j(φ0(t) + φsi(t))]
yi-(t) = 2Ai(t)

π exp [j(φ0(t) − φsi(t))]
. (26)

This decomposition is convenient because:

1) Narrow-band filtering and signal acquisition for each sen-
sor (described previously) is performed at the frequency
domain, with FFT-based techniques. As a byproduct,
positive yi+(t) and negative yi-(t) frequency components
of each sensor i, are readily available with no additional
processing.

2) It contrasts with (15), where the two components have
the same sub-carrier phase, but different and unknown
relative amplitudes. Here, the two components have the
same amplitude but an unknown relative phase difference.
Therefore, a detection scheme that is tolerant of the
unknown phase difference can be used, while combining
the two components with equal weights. This is not
surprising because the manipulations we applied to obtain
(26) from (15) are a form of coordinate rotation

3) The format of (26) suggests a (nonlinear) technique to
combine the two signals, y+(t), y-(t) as shown below.

Specifically, the multiplication of yi+(t) with the complex
conjugate of yi-(t) provides:

Λ(t) = yi+(t) y∗
i-(t) =

4A2
i (t)

π2
exp (2jφsi(t)) . (27)

It is observed that Λ(t) is still an angle-modulated waveform,
but the angle modulation is doubled and independent of φ0(t).
As such, the ability to eliminate the random phase shift in the
RF carrier, by mixing the two sidebands, is advantageous.

Consecutively, the software-defined receiver implements in
software a detector of the instantaneous frequency B̂i(t):

B̂i(t) =
1

4π Δfs

d

dt
< Λ(t). (28)

where the operator < x(t) denotes phase of complex signal
x(t). The factor of 4 (as opposed to a factor of 2) is due to the
signal combining technique followed in (27), where phase is
doubled. From eq. (28), (27) and (12), the estimated message
bit sequence B̂i[k] = ±1 of sensor i is related to B̂i(t) as:

B̂i(t) ∝
∑

k

B̂i[k]p(t − kT ), (29)

where p(t) is a rectangular pulse of duration T and amplitude
1, as previously defined in (12).

Performance of the above non-linear technique in the
presence of noise, was evaluated using simulations as well
as experimentation with the hardware prototype. Results are
presented in section III-C below.

1) Data Synchronization: Data synchronization becomes
challenging, given the absence of a receiver structure at each
sensor. The latter excluded the use of pilot tones that could
be transmitted from the hub to signal the beginning of each
sensor’s information transmission.

In this work, data synchronization is performed utilizing a
pseudo-random bit-pattern, a priori known at the hub receiver.
The sensor is always transmitting the synchronization (sync)
bit-pattern before the actual message bit-pattern. Synchroniza-
tion is performed at the demodulated baseband received signal
B̂i(t) of sensor i, by a simple correlation with a waveform
generated according to the sync bit-pattern (similarly to eq.
(29)). The found peak of correlation marks the beginning of
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Fig. 7. The basic signal processing blocks for each sensor’s information signal extraction. The receiver performs in software signal filtering, downsampling,
synchronization and detection.

the sync bit-pattern and consecutively, the beginning of the
message bit pattern for each sensor. We note that the sync
pattern need not be unique for each sensor, but instead, a
common word could be used. Nevertheless, the implemented
receiver of this work utilized different sync words, treating
each sync word as the unique identification number for that
sensor.

An interesting question arises regarding the necessary sync
word length (in number of bits), needed for minimum syn-
chronization error. Obviously, this length depends on several
parameters including bit-error-rate (BER), and consecutively,
operating Eb/N0, as well as the length of the signal obser-
vation window, where correlation is performed. The appendix
provides an answer to that question. In the reported experi-
mental results using the hardware prototype, the length of the
sync word was set sufficiently large, in order to evaluate BER
without any bias from synchronization errors.

Fig. 7 depicts the steps described above, needed for each
sensor’s data extraction, including signal combining, detection
and synchronization.5

C. BER Results

Performance of signal and data extraction for each sen-
sor was evaluated with simulation, as well as experimental
measurements from the actual radio prototype. The goal was
to verify that end-to-end performance was not compromised
during any of the processing steps described above, such as
sub-carrier frequency offset estimation, data synchronization
and non-linear detection.

Fig. 8 provides simulation results, assuming a sensor con-
tinuously transmitting a unique word of 128 bits followed
by a message of another 128 bits. The plot includes the
overall bit-error-rate of the presented receiver and contrasts
it to the theoretically optimal, based on coherent detection
and perfect synchronization. It is again remarked that the
latter is practically infeasible given the slow bit rate in this
system, which precludes any attempt for accurate carrier phase
estimation, as explained before. The overall performance
of our system (including synchronization as well as detec-
tion) provided an approximately 5-dB performance difference,

5Notice that fig. 7 depicts one more module on bit duration estimation for
each sensor, given that in practice, that value deviates from the nominal value
of T . We do not discuss that module given that its contribution to the overall
performance was not critical.
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Fig. 8. The bit-error rate (BER) as a function of SNR is depicted.
Performance is evaluated with simulated data, as well as with experimental
data from the implemented system. In the latter case, measurement error
standard deviation bars are also plotted.

compared to (theoretically optimal) coherent detection (with
perfect synchronization). For a wireless backscatter link of
distance d between hub and sensor and assuming power loss
proportional6 to 1/d8, 5 dB increase in signal power provides
∼ 15% increase in distance.

Fig. 8 also provides experimental results from the radio
prototype, at two specific SNR values. The first is at 6 dB
and the second is at 9 dB, at two different locations within
approximately 15 meters from the interrogator hub, in a
typical indoor office space environment, with many scatterers
and attenuators due to building columns, glass separators
and walls. The measurements were acquired overnight when
no people move in order to ensure that multi-path did not
dramatically vary the received SNR. Specifically, measured
data were analyzed only if the received SNR was stable
enough, within 0.5 dB. Measurement of received SNR was
performed alongside eq. (20) on the experimental data. The
same SNR measurement technique was double-checked in
pass-band (at 1 Mhz sampling rate) simulated backscatter

6one way propagation provides signal power loss proportionally to 1/d4

and thus, round-trip power loss is proportional to 1/d8.



2178 IEEE TRANSACTIONS ON WIRELESS COMMUNICATIONS, VOL. 7, NO. 6, JUNE 2008

signal as well as in baseband (at 100 Hz) simulated backscatter
signal, where SNR was apriori known.

Fig. 8 also includes the measurement error bars, assuming
a Poisson distribution for the number of bit errors. Aver-
age number of bit errors and variance were calculated by
the product of BER (calculated from simulation) with total
number of bits used in the experimental measurement. The
reported measurement error bars have length of 2 standard
deviations. It is observed that the the acquired measurements
were within the error bars, demonstrating that the end-to-end
radio implementation, including sensor signal filtering, down-
sampling, down-conversion, demodulation, synchronization
and detection as described in the previous subsections, met
the theoretical performance (indicated by the simulation re-
sults). The observed 5-dB performance difference compared
to coherent (optimal) detection can be compensated, when the
transmission power is increased to the maximum allowable
level from 5 mW to 1 W (23-dB increase). Furthermore, it
is noted that range will be further extended while operating
outdoors, away from the RF-cluttering environment of an
indoor lab.

In short, experimentation with the radio prototype provided
a proof-of-concept demonstration of a working backscatter
radio system, especially built for ultra low-cost sensor com-
munication.

IV. CONCLUSION

This work attempts to offer a new perspective to the problem
of scalable, energy efficient communication in wireless sensor
networks, especially when ultra low-cost sensors are required.
It was demonstrated in practice that backscatter communica-
tion is a viable way for low-cost sensor networks.

In future work it is planned to optimize several modules of
the system, from antenna reflection efficiency to data detection
techniques for each sensor. The final goal is to install a 100-
meter range, 1000-sensor version of this system in a botanical
garden.
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APPENDIX

ESTIMATING THE SYNCHRONIZATION ERROR

An observation window of L+1 bits and a sync word of bit-
length NS << L are assumed. Without loss of generality, it is
further assumed that perfect synchronization occurs at bit 0,
while erroneous synchronization occurs at bits 1, 2, . . . , L. The
constant sync word has been generated pseudo-randomly and
the demodulated baseband signal is hard-quantized (±1 output
values). Under these assumptions, for (perfect or erroneous)
synchronization at bit j ∈ {0, 1, . . . , L}, with kj correctly
identified bits (or equivalently NS − kj incorrectly identified
bit), the outcome Xj of the correlation becomes:

Xj = kj −(NS−kj) = 2kj −NS, kj ∈ {0, 1, . . . , NS}. (30)

For perfect synchronization j = 0, the probability q0 for
correctly detecting a single bit is obviously q0 = 1−BER( Eb

N0
)

and thus, the number of k0 correctly detected bits in the sync
word, follows the binomial distribution:

Pr(k0) =
(

NS

k0

)
qk0
0 (1 − q0)NS−k0 . (31)

For imperfect synchronization j ∈ {1, 2 . . . , L}, the proba-
bility qj for correctly detecting a single bit becomes qj = 1/2
and thus, the number of kj correctly detected bits follows the
binomial distribution:

Pr(kj) =
(

NS

kj

)
1

2kj

1
2NS−kj

=
(

NS

kj

)
1

2NS
. (32)

The synchronization error rate SyncER can now be calcu-
lated in closed-form, from eqs. (31) and (32):

SyncER
�
= Pr

(
max
j �=0

{Xj} ≥ X0

)
= 1 − Pr

(
max
j �=0

{Xj} < X0

)
= 1 − Pr

(
max
j �=0

{kj} < k0

)
(33)

= 1 −
NS∑

k0=0

Pr
(
max
j �=0

{kj} < k0

)
Pr(k0) (34)

= 1 −
NS∑

k0=0

(
L∏

j=1

Pr
(
kj < k0

))
Pr(k0) (35)

= 1 −
NS∑

k0=0

⎧⎨⎩
L∏

j=1

⎛⎝ ∑
0≤kj<k0

Pr(kj)

⎞⎠⎫⎬⎭Pr(k0) (36)

In the implemented system, L + 1 = 2NS + NM, where
NM is the number of bits used for the message payload. The
above analysis, as well as experimental evaluation showed that
64 ≤ NS ≤ 128 essentially eliminated the synchronization
error of the receiver:

Error Rate = BER (1−SyncER)+
1
2

SyncER ≈ BER. (37)
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