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ABSTRACT

We present a case study concerning the developofientriving
simulator at Mitsubishi Electric Research Labs. Bylying
largely on off-the-shelf components, we have kbpttbtal system
cost under USD 60,000, yet attained a level ofiigeomparable
with more expensive, custom-built research simutato
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1. INTRODUCTION

In theory, it is preferable to conduct automotivertan-computer
interaction research in moving vehicles on realdso@r test
tracks, as is often done in transportation engingestudies.
Practically speaking, however, HCI studies in reahicles are
rare. This may be due to the safety and liabidispies inherent in
testing unproven technology not specifically refat®o core
vehicle operation. But beyond safety advantagesvind

simulators offer HCI researchers distinct advargageer real
vehicles in terms of repeatability. By keeping thienulation
scenario exactly the same from trial to trial objeat to subject,
one can highlight the differences between in-cavicds or
interfaces with fewer complications and confounds.

We believe it is for this latter reason that driyisimulators have
emerged in the past several years as vital toolthf evaluation
of new in-vehicle technologies. Whereas in thet pasomotive
OEMs and aftermarket device manufacturers might ehav
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considered their interfaces’ visual and psychomatemand at
design time and then brought products to the markat“fingers
crossed,” today there is more emphasis on emgyie@krifying
this demand in simulated driving situations [2],[2T]-

Exactly what a “simulated driving situation” entilhowever,
varies widely from institution to institution antudy to study. At
the low-fidelity, low-cost end of the spectrum astdies that
involve counting the number of vehicle crashes wideo game
session [13] or having subjects carry out abstsieering-like
tasks such as tracking a shape’s horizontal movemeing a
wheel [6]. At the high-fidelity, high-cost end tife spectrum are
the multi-million-dollar, full-motion platforms thaoccupy entire
hangar-sized buildings [11]. Somewhere in the theiddre
hundred-thousand-dollar research simulators (&4j) [that offer
unparalleled flexibility in terms of scenario crieatand playback.
However they require an enormous investment of fonebject
modeling and scripting, and their cost generallggloot include
equipment (computers, displays, and driving chegtsitle cabs).

This paper discusses the construction of a simuleith a degree
of realism and flexibility similar to that of migVel research
simulators, but at a far lower cost. It is not ¢ of the present
work to compare our simulator with other setupsaopoint-by-
point basis. Rather we offer a practical caseystnchopes that
our techniques and experiences can be valuable thsr o
institutions weigh their options.

In the following sections, the simulator’s hardwared software
components will be discussed, some supporting tedls be

mentioned, and then we will briefly discuss therent limitations
of the setup and our plans for addressing thesigations in the
future.

2. SIMULATOR HARDWARE

2.1 Computer

A single high-end desktop PC is the basis for auukator. The
CPU is a 3.0 GHz Intel Core 2 Extreme, with 4.0 @B
2000MHz DDR3 RAM. Two NVidia GeForce 8800 Ultra
graphics cards are used for video output, eithestamdard or
parallel-processing (SLI) mode depending on display
configuration (see below). We chose Windows XP tlas
operating system because of driver support andoitspatibility
with a wide array of gaming and simulation softwarEhe total
cost of all computer components was under $2500.



2.2 Input/Output devices

The most important input/output device is a D-BoR 8ro-200
RC gaming chair [5]. This cockpit-style chair ($&gure 1) rests
on three hydraulic actuators that move in respomsvents in the
driving simulation. These movements consist ofatiion and tilt
with two degrees of freedom. The vibration is $yeaized with
simulated engine RPM and greatly improves the piae of the
virtual vehicle’s speed. The tilt corresponds to-game
acceleration, braking, and steering/cornering. fildd that the
vestibular stimulation offered by this tilt featurkelps to
counteract the “simulator sickness” effect thahis bane of fixed-
base, motionless simulators.

A Logitech G25 force-feedback wheel bolted to th&&x chair

affords primary steering input. This is one of thest and most
solidly built game controllers on the market, aranes with a
weighted throttle, brake, and clutch pedal asserablyvell as a
shifter knob. Engine noise and sounds/music geerhy in-

vehicle interfaces are played through a Creativepie 5.1

speaker system. The D-Box chair includes the leabitG25 and
the speaker system, and retailed for $15,000 18200

2.3 Displays
We have experimented with two different display faqurations.
The first was a Samsung SyncMaster 305T LCD meaguit cm
diagonally and offering 2560 x 1600 native resant{SLI-mode
video was necessary for smooth rendering at te@wuéon). This
display was placed on a shelf approximately 147oéfnthe floor
(as shown in Figure 1). This configuration offeredhorizontal
viewing angle of 42.7° and a vertical viewing angf®7.7° in the
worst case (the adjustable seat slid as far back asll go,
resulting in a viewing distance of 81.8 cm). Atstlscreen
distance and position, the most natural in-game ecam
perspective superimposes some of the vehicle antétiashboard
and forward left pillar) over top of the roads aredrain. We
purchased the Samsung display for $1245.

Figure 1: First configuration

We were quite satisfied with the level of textuddtail and
realism afforded by this high-resolution displaynfiguration
(about 60 pixels per horizontal degree). Howewer,wanted to
experiment with larger, potentially more immersgisplays. To
this end we re-purposed three DLP-based MitsulltgaView
displays [10] that had been used for a previougeptan the lab

and were sitting idle. Each display measures I3diagonally
and supports 1024 x 768 resolution. We arrangedntin a
coplanar 3x1 layout and combined their inputs usanlylatrox

TripleHead2Go device. This allows them to appearthe

Windows display driver as one large, combined 367768

display rather than three individual displays.otder to bring the
subject’s eye level in line with the vertical centé the displays
(approx. 127 cm off the floor), we placed the D-Bzhair on a
sturdy wooden platform rather than building expeastustom
mounts for the displays. At a viewing distancel86 cm, again
in the worst case, the horizontal viewing angl&8s6° and the
vertical angle is 23.1°. Despite the lower redolutin this case
(about 39 pixels per horizontal degree), the dgvxperience is
qualitatively more immersive and realistic in thisnfiguration

because of the larger screen size. As shown iar&ig, the most
natural in-game camera perspective for this phisagaut is the
“hood view.”

Figure 2: Second configuration

While it could be argued that using $20,000 commégrade
displays such as the Mitsubishi MegaViews invakdatthe
positioning of our simulator as a low-cost alteivetit should be
pointed out that a very similar setup could be eabd using
consumer-grade equipment. DLP or LCD projectordG24 x
768 resolution can be had for under $1000 apiece.

3. SIMULATOR SOFTWARE

After evaluating several open-source and commeatiafnatives,
the commercial driving game rFactor [8] was chosenthe
software platform for our driving simulator. It fefs a
convincing, realistic driving experience thanksrighly detailed
graphics, accurate vehicle physics, and full supmdrforce-

feedback steering wheels. And while it does nderothe

complete flexibility of an open-source product, theme does
allow for a deep degree of modification and cusgatidon. There
is a large community of enthusiasts who produceygvig from

custom tracks to custom vehicles and camera angles.game’s
“out of the box” support for the D-Box chair is als: distinct
advantage. In addition, rFactor provides a plugdi whereby
vehicle telemetry (including position, velocity,caacceleration),
and user input (steering angle and throttle/brajstions) can be
captured at rates up to 90 Hz.



Our own rFactor plug-in simply dumps comma-delimiitaw data
to a file for later processing. This processirigws us to report
higher-level results using standard metrics frone tiiriving

simulation and human factors literature [12][18]hese include,
for example, lane position variance, speed variaacd following

distance variance.

For one study we used a mixed city/highway coulse ships
with the paid version of rFactor itself ($40), fomother we used a
third-party highway-based course that we found lom fan site
“rFactor Central” [15], and for a third study weilb@n entirely
custom course from scratch using a basic 3D maglédial called
Bob'’s Track Builder [3].

4. SUPPORTING TOOLS
4.1 Eye tracker

There is wide consensus that the measurement dflagees and
fixations is crucial to determining how distractiagy given in-

vehicle interface is [4], [7]. Distracted driveend to reduce their
tactical and strategic scanning behavior, narroviirayr focus to

the area immediately in front of their vehicle amdssing

peripheral stimuli [1], [12], [18].

For this reason we consider it essential to meaglmeces and
fixations, and to report excessive (e.g. greatanttwo second)
glances away from the forward roadway in our streBults. An

extremely powerful tool for making these sorts @fasurements is
Seeing Machines’ FacelLAB system [16].
incorporates a dedicated laptop and two Firewireesas that are
placed at either end of a stationary mount, allgwthem to

triangulate the position of the subject’'s head fraied light is

emitted from a pod at the center of this mount, #racameras
track the glint produced as this light bounces th# corneal
surface of each eye. This allows the FaceLAB sydtegenerate
both head position and eye gaze vectors.

For each study setup, one creates a model of thegyr screen,
noting any coordinates of interest (e.g. of thdual roadway
surface or a lead vehicle), as well as of any dbje€ interest in
the real world outside the screen, such as a ni@sigaystem
display or steering wheel-mounted buttons. Thedrdsoftware
can thereby create a report showing exactly whicheen
coordinates or real-world objects a user fixatedny@nd for how
long.

Not counting the re-purposed MegaView DLP displatise
FaceLAB system was the single most expensive coergdn our
simulator. It cost approximately $40,000, withiops, when we
purchased it in 2008. Based on our experienceasoitf was
money well spent.

4.2 Experimental tools

We use a suite of in-house software tools to autically

generate and time the in-vehicle interface tasis shbjects must
carry out. These tasks may include, for exammstidation entry
or music retrieval. A simple USB-based device (iféy 3)

displays information to the experimenter so thatoheshe may
prompt the subject to carry out one of these taskhe

experimenter then presses the device’'s buttons &ok nthe
beginning and end of the task, and to annotate various ways
within the task log.

This system

Figure 3: Experimenter’s tool

Another tool merges and synthesizes the various {egFactor,
FaceLAB, and the task log — creating time seriest tan be
queried during the analysis phase by means of sin§0L
statements.

5. ADVANTAGES and LIMITATIONS

The major advantages of our approach versus waditiresearch
simulators are cost and time. Typical simulatioftvgare, which
starts in the $100,000 range, does not usuallydecinput/output
hardware or eye trackers. We built a comparabsegy with
arguably superior motion feedback and renderinglityuéor
under $60,000ncludingthe eye tracker.

Table 1. Approximate cost breakdown, as of 2008

Component Cost (USD)
Computer 2500
Primary display 1245
Driving chair, steering wheel, 15,000
speakers
Eye tracker, with options 40,000
Simulation software and

. 100
modeling tools
Total: $58,845

Our choice of rFactor as the simulation engine aiseant
significant time savings. Rather than painstakingiodeling
vehicles and roadways and painstakingly scripticenarios, we
let the worldwide community of rFactor enthusiastsmost of the
work for us. If we cannot find a custom courseigieshat suits
our needs, we can build one within several houisguBob’s
Track Builder rather than taking the many days asa®y to learn
and use a full-scale modeling suite such as 3DiSdx.

The reliance on off-the-shelf components is not huuit

significant disadvantages, however. rFactor isprily a racing
simulation game. Thus, it is difficult to modekthomplex street
layouts and intersections found in urban arease gdme engine
furthermore requires that there be a single, dasggh“best path”
around the course. It is unclear, based on outialni
investigations, whether this path may branch orbledback on
itself, as would be required, for example, to eadhk simulation
of opposing traffic flow.

Our degree of control over other vehicles on thadvey is
currently very poor as well. The game’s developaffer very
little programmatic control over the computer-cotied “Al”



drivers; one can merely tweak relatively opaqueetsjth” and
“aggressiveness” settings in the configurationsfileCombined
with vehicle handicapping, this has allowed us lmwsthe Al
driver enough so that it may act as a pace castiadies that
require such a design. However, we currently haweway of
causing Al drivers to perform specific maneuversspecific
times.

6. FUTURE PLANS

In situations where a study’s protocol calls fog Bubject to react
to specific situations at specific times duringcarsario, we may
populate the simulation with one or more human ‘&kfizof Oz”
drivers who are aware of the study protocol aneivecspecific
instructions or signals as to when and where toyaaut specific
maneuvers — for example, sudden swerving or brakimit is by
design a multiplayer game, rFactor would suppog #pproach
well.

We plan to further enhance the immersion and maal$ the
driving experience by angling the two side displéyward the
subject, such that the subject’s gaze vector resmaithogonal to
the surface of the display no matter which dispsae fixates
upon. This will reduce the distortion evident la¢ fperiphery of
the rendered driving scene, as well as increasiagffective field
of view.

Finally, we plan to evaluate our driving simulatayainst typical
research simulators in order to determine the imlidf HCI
studies performed in it.
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