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Abstract

A depth image is three-dimensional (3D) information used for virtual view synthesis in 3D video
system. In depth coding, the object boundaries are hard to compress and severely affect the ren-
dering quality since they are sensitive to coding errors. In this paper, we propose a depth bound-
ary reconstruction filter and utilize it as an in-loop filter to code the depth video. The proposed
depth boundary reconstruction filter is designed considering occurrence frequency, similarity,
and closeness of pixels. Experimental results demonstrate that the proposed depth boundary
reconstruction filter is useful for efficient depth coding as well as high-quality 3D rendering.
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Abstract— A depth image is three-dimensional (3D) informatin
used for virtual view synthesis in 3D video systenin depth coding,
the object boundaries are hard to compress and senedy affect the
rendering quality since they are sensitive to codgerrors. In this
paper, we propose a depth boundary reconstructionilfer and
utilize it as an in-loop filter to code the depth ideo. The proposed
depth boundary reconstruction filter is designed cosidering
occurrence frequency, similarity, and closeness ofpixels.
Experimental results demonstrate that the proposeddepth
boundary reconstruction filter is useful for efficient depth coding
as well as high-quality 3D rendering.

Index Terms—Depth coding, Depth boundary reconstruction
filter, 3D video, View synthesis

I. INTRODUCTION

depends significantly on the number of originabge That is,
the system must capture a very large number of sviamd
encode a huge amount of data in order to rendealsstic 3D
scene with multiple viewpoints at the decoder skilewever, it
is difficult to acquire so many views in practicaitings.

To solve the above problem, the Moving Pictures detgp
Group (MPEG) has initiated work towards a new staddor
3D video and FTV [9], [10]. This new effort, refed to as
3DVC (3D video coding) employs a multi-view pluspde
(MVD) data format instead of multi-view video onliylVD
systems can represent infinite viewpoints by usinial view
synthesis techniques based on depth-image-basekrieng
(DIBR). The main challenges include depth estinmatand
virtual view synthesis, as well as 3D video codihg)].

While MVC has been studied broadly, depth coding ha

ITH the development of multimedia technology andeceived much less attention. The depth image septe a

Wthe increasing desire for realistic media, thenseHzeen
several studies on three-dimensional (3D) imagerfy A
stereoscopic image [2] consisting of left and righages is able
to show a realistic scene using special steredagdispSeveral
types of stereoscopic displays have been devel§plednd
most require viewers to wear glasses to view the@ihe. Even
though stereoscopic images provide an impressive
experience, there exist further challenges to \@aeseene from
multiple 3D viewpoints and support auto-stereoscaisplays
[4]. Auto-stereoscopic displays provide highly isi& 3D
images and free-view navigation to viewers withibat need to
wear glasses; this is achieved by generating vangwpoints
of the scene.

Beyond the 3D data representation, methods toiefiiy
compress stereoscopic images and video have beielac
studied [5]. There have been several standardippdoaches
for compression including the MPEG-2 multiview plef
(MVP) [6], MPEG-4 multiple auxiliary component (MAC7],
and most recently, an extension of the H.264/AVahaard for
multiview video coding (MVC) [8].

Despite the fact that multi-view video provides @D
perception and free view navigation, it still has limitations
to be directly used for 3D video and free viewpdaievision
(FTV) systems. The performance of multi-view vidastems
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relative distance from a camera to an object irBfhespace, and
is widely used in computer vision and computer brepfields
to represent 3D information. Most image-based rande
methods [12] utilize depth images in combinatiotihvgiereo or
multi-view video to synthesize the virtual view. &hmain
objective of depth coding is to compress the dejatta itself

ile also ensuring that the quality of a synthedizirtual view
is sufficiently high. In contrast to color or teréucoding, which
considers the coding efficiency of the signal fts#pth coding
must consider the rendering quality it is capalbleroducing at
different rates.

Depth coding techniques could be classified into main
groups depending on the relation with the coloewidoding:
joint coding and independent coding. Dedral.[13] and Yoon
et al. [14] proposed joint coding methods for both codmid
depth video based on a layered depth image (LDBwatschet
al. [15] and Ohet al. [16] proposed motion vector sharing
methods between color and depth image. édaal. [17]
proposed a view synthesis prediction for depth enegding.
However, these joint depth coding techniques fodusgy on
the improvement of depth coding efficiency itsefidado not
evaluate the impact on view rendering quality.

Independent depth coding techniques encode thé depge
using the characteristics of depth data and argmed by
considering rendering. Morvaet al [18] proposed a depth
coding method using a piecewise linear function lsiedkle et
al. [19] proposed a platelet-based depth coding ndethibese
algorithms were designed to preserve the depth danies
since it is important for rendering. Grewatsghal. [20] and



Kim et al.[21] proposed a mesh-based depth coding. The ma

problem with these independent coding schemesais eten
though they improved the rendering quality by #ricutting
the depth boundaries, their coding efficiency ishigh.

To solve the above problem, we proposed a depthdzoy
reconstruction filter as an extension of our prasiwork in [22],
which only considered occurrence frequency in tasigh. In
this paper, we develop a new depth boundary reaarsin
filter which can recover object boundaries fronmiésghboring
pixels. Among the neighboring candidate pixelsclveose the
most reliable pixel by considering the occurremegtiency, the
similarity with the current pixel, and the closesé&sthe current
pixel. This filter can recover boundaries from thaisy and
smoothed image.

It is further proposed to employ this depth recarddion
filter as an in-loop filter to code the depth. Usithis method
in-loop can improve the rendering quality by renmavinoise
around the object boundary and reduce the ratérezhio code
the depth by recovering the original object boupdster it has
been subject to coding loss.

We evaluate the proposed depth coding scheme esthect
to the depth bit rate, depth quality, and rendednglity. To
evaluate the rendering quality, we employ a virtwaw
synthesis method based on the depth-image-basei@rieg
(DIBR) [23], [24]. The rendering quality is measdrby the
peak signal-to-noise ratio (PSNR) value betweenadtfiginal
image and the synthesized image. The view synthesis
includes a depth-based 3D warping scheme to regluceeous
blanks, a histogram matching technique [25] to cedthe
unnatural color changes in the synthesized imadmsa and
assistant view blending scheme to reduce the snaoatidouble
edges artifact in the synthesized image, and finall
depth-based in-painting technique to fill the remrag holes.

The rest of this paper is organized as followsSérttion I,
we analyze the depth coding. We explain the prapakepth
boundary reconstruction filter and depth codingesch in
Section Il and we introduce the virtual view syedls method
in Section IV. We present and analyze the experiatgasults
in Section V. Finally, we conclude this paper irct8m VI.

Unlike common color images, depth images exhibiigh
degree of spatial correlation except at object bades. Thus,

ANALYSIS OFDEPTHCODING

boundaries are more sensitive to coding errorsreedl much
more coding bits compared to flat regions sucheakdrounds.
To verify the above assumption, we encoded a depége
using an H.264/AVC encoder and then analyze thistita of
the coding results. Fig. 1 shows macroblock partgi of the
coded depth image for “Ballet” sequence. Generalhe
macroblocks located on a flat region are coded 6yl@
macroblock partitions such as SKIP, Inter 16x16d &mra
16x16 modes. However, the complex regions suchbgescb
boundaries are coded by more detailed partitiomsagerage,
the flat regions need less rate and have lesstiist@compared

s
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Fig. 1. Macroblock partitions for diepth image ofdl&t” sequence.
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Fig. 2. Analysis on occupancy rate for number ofdyi@istortion, and rate.

to the complex regions even though flat regionsupgoover
80% of the image shown in Fig. 2.

We also analyzed the sensitivity for distortion aaie by the
variation of mean squared error (MSE) and averagiéng bits
as in (1) and (2) for various quantization paramet@P).
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whereMB,,,mis the number of macroblocks in the certain region

) andMBy andMB,. represent an original and a reconstructed
we can assume that the complex regions such ag:tOb]%acro

blocks, respectively.

Average bitsyg = ——
num

ZCoding_bits )

whereyCoding_bitds total coding bits for a certain region.
In Fig. 3 it is shown that th®1SE,g value is higher in the
complex region than in the flat region. In additithe MSE
value of the complex region rapidly increases iopprtion to
QP, whereas the increase in rate is much les®ifiahregion.



Average Distortion
12
11
10 complex region
9 = = - flat region

MSE

OR N WA UV ®

21 22 23 24 25 26 27 28 29 30 31 32
QP
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In the same manner, we analyze the variation oattezage
rate; the results are shown in Fig. 4. The botbesrdbr the
complex and flat regions decrease proportional R I@wever
the rate of the complex region drops rapidly. Fiitve above
observation, we conclude that even though the cexm@gion
such as the object boundary spends many codingtbitsurs a
large distortion and is sensitive to QP changes.

In general, the loss of the coded color image gmmged as
acceptable if the changes of the pixel value ategumgnizable
by the human visual system. However, even smadllgitanges
in the depth image have a notable effect on theéenémg quality
since the depth values are used as 3D informatiothe
rendering process. Especially, the changes arcoadlbject
boundaries severely degrade the subjective rergiqtiality in
general.

[ll. PROPOSEDALGORITHMS

A. Depth Boundary Reconstruction Filter

In this paper, we propose a depth boundary reamtgin
filter. It is designed non-linearly by consideritige following
three measures: 1) occurrence frequency, 2) sityiland 3)
closeness. We define the cost function in egnc@®sidering
the above three measurements.

Jrecon(K) = Jg (K) + I (K) + I (k) 3)
wherek represents the pixel intensity value. We calcuthee
cost values for neighboring pixels of the curremepand find
the best intensity value which has the maximum calste. That

is, the current pixel is replaced with the bestmsity value. The
neighborhood is restricted by arn window W,y,), wheren is
an odd number. Fig. 5 illustrates a flow chart of proposed
depth boundary reconstruction filter.

The first sub-cost functignJ., stands for the occurrence
frequency for each intensity value. It is deriveahf the number
of occurrencesN,). We calculateN, for a certain intensity
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Fig. 5. Flow chart of the proposed depth boundacpnstruction filter.

value K) in Wy, using (4).

(xn-1) . —
Noc(K) = D~ Ok Wi (1) 6[ab]={ Lo fa=b
i=0

0, otherwise

where W,,,(i) denotes the intensity value for pixeln Wy,.
Then,J:(K) is calculated as given in (5).

Noc(k) - Noc(min)

IF (0 = e (ma) ~ Noc(min)

®)

whereNy,(maX andN,{(min) represent the maximum and the
minimum N, values, respectively.

The second sub-cost functiak, means the similarityS of
intensity between the current pixél,() and its neighborhood
(1. It is measured by the absolute difference asrgiu (6).

S(K) =1 cur =14 (6)



By using (6), we calculaté(k) as depicted in (7).

S(max — S(k)

3500 = 5 max - s(min)

()

where SmaX and §(min) indicate the maximum and the
minimum similarity values, respectively.

The third sub-cost functior;, represents the closene& (
between the current pixed(;, i) and its neighborhood(y;).
Itis measured by the average Euclidean distangesas in (8).

Noc (k)-1

Y VO %)+ Yo -2 (®)
=0

1

C(k) = N (0

where K. Yeur) @nd &, y;) are pixel coordinates of the current

pixel and the pixel with intensity valle respectively. By using
C(K) in (8), we calculate thé-(k) as noted in (9).

C(max — C(k)

I = max —c(min)

9)

(b)

Fig. 7. Result images for the depth boundary rettoason filter: (a)before
depth boundary reconstruction, (b) after depth bamnreconstruction.

The proposed depth boundary reconstruction fikenobust

whereC(max andC(min) are the maximum and the minimumto coding errors and blurring. However, some Gaussioise

closeness values, respectively.

The following experimental result shows the ratienor
composing the proposed depth boundary reconstruiier
with the combination of three measurement costs. t¥gted
several types of depth boundary reconstructioarfiltonsisting
of various combinations of the three costs. As showFig. 6,
the depth boundary reconstruction filter that actsor all
three costs shows the best result.

The proposed depth boundary reconstruction fiiees the
following advantages over other linear filters: ifl)is more
robust against outliers; a single pixel that dagave a similar
intensity to those of neighboring pixels will ndfeat filtering
significantly, and 2) since the filtered value masstually be the
value of one of the pixels in the neighborhoodefihg does not
create new unrealistic pixel values. Fig. 7 illagts example
images for the proposed depth boundary reconsbruétter.
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Fig. 6. Comparison of various depth boundary retrangon filters.

still remains after filtering. To eliminate the raming errors,
we apply the 3x3 bilateral filter [26]. The biladfilter is a
representative non-linear edge-preserving filtdre bilateral
filter extends the concept of Gaussian smoothingvbighting
the filter coefficient with the intensity value ofhe
corresponding relative pixel. Pixels that are vdifferent in
intensity from the central pixel are weighted lesen though
they may be in close proximity to the central pixehis is a
convolution with a non-linear Gaussian filter hayiweights
based on pixel intensities and locations as gingi0).

BF[1,1= - 36, (Ip-al) G, (i1, -1, @0

p 4IS

wherel, is the central pixel anid is the neighboring pixel df,
in the windowW,. BF[l ] is the bilateral filtered value for the
central pixel. The filter parameters, space sigea and range

sigma (g, ), define the spatial extent of the kernel andshodd
for color differences in the image, respectively.

B. Depth Coding with In-Loop Filter

The coding errors for the depth image are mainlysed by
the quantization process. In typical video codiogesnes, the
residual data between an original image and itdipted image
are transformed to the frequency domain and themtiped.
The quantization process reduces the encodingdpypiteducing
the entropy of the transform coefficients. The amaf loss is
adjusted by the QP value and the coding errorseaser
proportional to the QP value. In the case of deptiing, most
coding errors are concentrated in high frequengioresuch as
object boundaries as discussed in Section II.
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The proposed depth boundary reconstruction filteows
good performance as shown in the previous subseclio
utilize the boundary reconstruction filter for demtoding, we
design a new depth coding scheme. In this schemeise the
depth boundary reconstruction filter as an in-lditipr similar
to the existing deblocking filter in H.264/AVC. Fi§ shows the
block diagram of the in-loop depth coding schemécontext
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Fig. 10. Variation of depth quality and renderinglity for range sigma.

For the bilateral filter, the effect of filterings imainly
determined by the range sigma value rather thasgaee sigma
value. Fig. 10 shows the influence of variationtloé range
sigma when the space sigma is fixed to one. Inctse, a better
depth quality does not ensure a better renderiagjtgu

With the proposed boundary reconstruction filtez, agsume
that the window size and range sigma having thé degsth

of an H.264/AVC codec using proposed depth boundaguality would guarantee the best rendering qualite. find the

reconstruction filter.

best window size and range sigma by consideringhdeymality

In the in-loop depth coding scheme, the depth bapnd for each slice as shown in Fig. 11. This informatis then

reconstruction filter is located right after thebtbecking filter. It

improves the quality of the current frame by remguihe noise
around the object boundary and reduces the encbimgf the
next frame by increasing the correlation betweemixt frame
and the current reconstructed frame. The in-loguttdeoding
scheme is expected to improve both the depth casffigiency

and the rendering quality.

C. Determination of Filter Parameters

The depth boundary reconstruction filter is desigrie
recover the depth boundaries from smoothed imagj@esel as
noisy images. However, its efficiency highly deperah the
filter window size as shown in Fig. 9. In genetafter depth
quality yields better rendering quality.
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Fig. 9. Variation of depth quality and renderingatity for window size.

encoded into the bitstream using the codewordsaliell. The
total rate overhead is six bits per slice.

slice_data( ){
macroblock_layer( }{
window_size

range_sigma
end_of_slice_flag

}
Fig. 11. Syntaxes for window size and range sigmelice data syntax.
TABLE |
CODEWORDTABLE FORWINDOW SIZE AND RANGE SIGMA
Codeword 000 001 010 011 100 101 110 111
window_size 1 3 5 7 9 11 13 15
range_sigma 1 3 5 7 9 11 13 15

IV. VIEW SYNTHESIS AND EVALUATION OF DEPTHCODING

A. Virtual View Synthesis

The virtual view synthesis is a key technology I @deo
systems and there are many rendering methodsslpaper, we
use our view synthesis method [27]. It was desigmeskd on
the view synthesis tool [28] that is being use@DVC group.
The overall procedure of the proposed virtual veswthesis is
shown in Fig. 12.
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At first, we conduct 3D warping for two referendews. In
3D warping, pixels in the reference image are hachected to
3D spaces, and re-projected onto the virtual vieov.that, the
depth image for the reference views and the capemameters
for three views are used. The back-projection @aprojection
processes are represented in (11) and (12), réaggct

(% ¥.2)" = Rt At (VDT dy, +tef (11)

(Lmn)" = AeRa{(x %,2)" ~te} (12)

compensate the color changes between the virteal and the
reference view.

The next step is view blending, which combinesttine 3D
warped views into the virtual view. We define thiser
reference view as the base view and the othererderview as
the assistant view. The base view)(is manly used to
synthesize the virtual viewf) and the assistant view) is used
to fill up the holes of the base view as depictel3).

o (x y):{IB(x,y), if 15(x y)Oholes 13

I A(%Y), otherwise

where &, y) is a coordinate in the image.

Even though the above view blending method effityefiils
up most holes, some holes still remain. These mn@holes
are caused by remaining disoccluded regions aaligitvrong
depth values. The disocclusion region is definedraarea that
cannot be seen in the reference image, but existthe
synthesized one. Most of the existing hole-fillimgthods use
image interpolation or in-painting techniques [aa4 fill up the
remaining holes using neighboring pixels solelyegasipon
geometrical distance. However, the hole filling ngsithe
background pixels rather than the foreground osemare
reasonable by the definition of the disocclusioherEfore, we
proposed to fill up the remaining holes using tleptd based
in-painting technique [31].

B. Evaluation of Depth Coding

The coding efficiency of the image is measuredaite mand
distortion metrics. In general, the encoding bierand PSNR
value are used as the rate and distortion meagesgmctively.

whereA, R, andt are camera parameters ahdenotes the depth The PSNR value is calculated by using MSE betwden t
value. The coordinatel(v) located on the reference view is 3Doriginal image and reconstructed image. Howeverabse the

warped to (U, V) on the virtual view. The coordinatk ifh, n) in

depth image is 3D information to help the virtuigw synthesis,

(12) is normalized tolfn, m/n, 1) and then represented as afys quality should be also evaluated in renderiagliy. In this

integer-coordinatel, V) in the virtual view.

To avoid the errors such as black-contours whigteapin
the 3D warped images, a 3D warping of the depthgémia
performed first followed by a median filtering temove the
block-contour errors. After that, we copy the cepending
color pixels from the reference view. The boundeage-errors

around the big holes are generally caused by imatzu

boundary matching between the color images andhdeatges.
To remove these visible errors, we extend the bdleundaries
by using image dilation [29]. The extended holes loa filled
by the other 3D warped view and we can expect @&matural
synthesized view by removing this kind of errors.

Before a view blending of two 3D warped imagesapply a
histogram matching to reduce the color differerimetsveen the
two 3D warped images. However, this causes unrattfiects

paper, we employ thBSNR., as in (14) between the existing
original image k) and the rendered imagde.{). TheMSEe, is
defined as in (15).

PSNI?,en=1O><Ioglo(—|v|285§2 J (14)
1 w-1 h-1 2
MSEen =3 > Jlog G D) ~leal D) (15)

i=0 j=0

V. EXPERIMENTAL RESULTS ANDANALYSIS
We have tested the proposed algorithm with “Breakdes”

in synthesized images. Based on the histogram ingtchand “Ballet” sequences [32]. Among the 8 viewswi& and
algorithm described in [25], we modify the 3D waddeages view 5 were selected as reference views and vievagiset as
to have the same holes to improve the accuradyediistogram the virtual view. We encoded three views with 1€@0rfes using
matching and virtually define the histogram folidual view by  JMVC 3.0 [33] with QP 22, 25, 28, and 31. The d&}as,

averaging the results of the left and right vieWsen, we

differential QP between the basis layer and subrlay the



hierarchical-B picture structure [34], were setz&ro in all
layers. In addition, we also tested the “Beergdrdsmuence
[35] with 49 frames but did not test rendering dgyéior that
since it only provides a depth video for a singkw We used
the view synthesis method in Section 1V and theicaideos for
rendering were used without coding.

The efficiency of the proposed method is evaluate@grms
of depth coding itself and the evaluation methodSéction
IV-B. The JIMVC 3.0 coding method in the experiméngsults

refers to the depth coding results without the pssgl method.

We tested two depth boundary reconstruction filtbtsthod 1
denotes the proposed depth boundary reconstrufitienand
Method 2 represents the combination of Method 1thed3x3
bilateral filter. Table Il, Table Ill, and Table I'8how depth
coding results for three test sequences.
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TABLE Il
EXPERIMENTAL RESULTS FOR'B REAKDANCERS SEQUENCE
Depth Rate (kbps) Depth Quality (dB)
P
QP SUVC30 Method1 Method? JIMVC 3.0 Method 1 Metid Beergarden
22 117453 116230  1157.39 49.85 50.43 50.73 520
25 863.78 856.99 852.36 47.83 48.38 48.62 /
28 616.88 615.39 612.16 45.69 46.16 46.36 51.0
31 432.15 434.20 431.24 43.55 43.93 44.09
BD Gain Method L. 0.53 dB or 7.84% _ Method 2: 0.B8al 11.28% = 500 ,%/
=
§ 49.0
TABLE Il S
EXPERIMENTAL RESULTS FOR'BALLET” SEQUENCE gk
48.0
op Depth Rate (kbps) Depth Quality (dB)
JMVC 3.0 Method1 Method2 JMVC 3.0 Method 1 Metid / j:;“:tvhcojf
22 943.50 932.06 925.30 49.93 50.44 50.68 47.0 / . vthod 2
25 705.07 696.76 690.35 48.13 48.72 48.91
28 526.68 522.10 515.50 46.13 46.76 46.92 46.0
31 391.52 3903.23 387.38 44.02 44.69 44 .91 450 550 650 750 850 950 1050 1150 1250
BD Gain Method 1: 0.66 dB or 9.43%  Method 2: 0.%3ai 12.88% Depth Rate (kbps)
Fig. 15. RD curves in terms of depth rate and deptiity (Beergarden).
TABLE IV
EXPERIMENTAL RESULTS FOR'B EERGARDEN SEQUENCE As shown in above results, the proposed depth kynd
Depth Rate (kbps) Depth Quality (dB) . - . . . . . .
P
QP —VC30 Method 1 Method 2 JMVC 30 Method 1 Metibd recqnstructlon fllter and its combination with h)dfaal f||t§r
22 111569 113716 __ 1143.09 51.51 51.68 51.66 achieved PSNR gains of 0.54 dB and 0.71 dB, resgdgtin
25 848.49 859.71 868.55 50.16 50.57 50.58 ; ;
65071 146 o508 8.4 29.00 003 terms of avergge Bjontegaard metrlc [36]. over dlle¢
31 483.32 287.72 290.83 16.48 47.10 2716 Ssequences, which translates to a bit rate savih§08% and
BD Gain Method 1:0.42 dB or 7.00% __ Method 2: 0.&lai 9.83% 11.33%. The rate-distortion (RD) curves in termslepth rate
and depth quality are shown in Fig. 13, Fig. 14l kig. 15.
Breakdancers TABLE V
51.0 . EXPERIMENTAL RESULTS FOR'B REAKDANCERS' SEQUENCE
* oP Depth Rate (kbps) Rendering Quality (dB)
500 _x JMVC 3.0 Method 1 Method2 JMVC 3.0 Method 1 Metiid
290 — 22 117453  1162.30  1157.39 31.78 31.87 31.87
_ V 25 863.78 856.99 852.36 31.73 31.85 31.84
D 480 s 28 616.88 615.39 612.16 31.65 31.80 31.79
z 31 432.15 434.20 431.24 31.53 31.73 31.71
§ 47.0 BD Gain Method 1: 0.14 dB or 47.63%  Method 2: 0dB3or 41.14%
g 460 /%
° TABLE VI
45.0 EXPERIMENTAL RESULTS FOR‘BALLET” SEQUENCE
—*—JMVC3.0 n "
o« p Depth Rate (kbps) Rendering Quality (dB)
0 M D 9 JMVC30 Method1 Method2 JIMVC 3.0 Method 1 _ Metimd
430 : 22 943.50 932.06 925.30 32.15 32.24 32.24
350 450 550 650 750 850 950 1050 1150 1250 25 705.07 696.76 690.35 32.07 32.20 32.19
5 28 526.68 522.10 515.50 31.95 32.12 32.09
epth Rate (kbps)
31 391.52 393.23 387.38 31.80 32.03 31.98
BD Gain Method 1: 0.16 dB or 35.94%  Method 2: 0dBdor 31.20%

Fig. 13. RD curves in terms of depth rate and deptlity (Breakdancers).




Table V and Table VI show experimental results fodepth boundary reconstruction filter as an in-lditier. We
rendering quality. In terms of depth rate versusdeging evaluated the efficiency of the proposed depthrgpdcheme in
quality, the proposed depth boundary reconstrudilter and terms of depth bit rate, depth quality, and remdgguality.
its extended version which combines with the biktdilter From experimental results, we confirmed that theppsed
achieve PSNR gains of 0.15 dB and 0.14 dB, respdgtiin @ method reduces the depth rate and improves theeriegd
terms of average Bjontegaard metric over both sezpge quality including subjective quality.
which translates to a bit rate savings of 41.79% 26.17%.

Generally, the simple model was better than contimnavith ACKNOWLEDGMENTS

the bilateral filter in terms of depth bit rate aeddering quality,  Thjs research was supported in part by the MKE (The
especially at the low bit rate. This is becausé tha detail Ministry of Knowledge Economy), Korea, under theRGE
regions are smoothed by the bilateral filter. THe &urves in  (Information Technology Research Center) suppoogm@am
terms of depth rate and rendering quality are shiovihe Fig. supervised by the NIPA (National IT Industry Proioot
16 and Fig. 17. As shown in Fig. 18 and Fig. 18,ghbjective Agency) (NIPA-2010-(C1090-1011-0003)).
quality of the rendered image is also improved.
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