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Abstract

In Dedicated Short Range Communications (DSRC) based vehicular networking, each vehicle
periodically broadcasts control updates (that contain location and speed information etc.) to its
neighbors, as a key component of traffic management and safety applications. The effectiveness
of such a broadcast feature can be measured by two metrics: (1) the efficiency, or the average
rate (number of nodes per sec) to which a source can deliver its broadcast packets, and (2) the
reliability, or the average number of nodes that receive a specific transmission successfully. We
demonstrate theoretical limits to and achievable trade-offs between efficiency and reliability for a
linear network under Rayleigh fading links. We then provide power control and congestion con-
trol strategies that maximize broadcast efficiency. A strategy that achieves near-optimal broad-
cast efficiency when the network nodes have high mobility is also described. Ns-2 simulations
are used to validate our analytical results.
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Abstract—In Dedicated Short Range Communications (DSRC) interference-limited regime. Consequently, it is impottéo
based vehicular networking, each vehicle periodically bradcasts carefully study system performance which indicates how the
control updates (that contain location and speed informatn etc.) rate of channel access by a node and the transmit power used

to its neighbors, as a key component of traffic management - . . .
and safety applications. The effectiveness of such a broaat S'0uld be adjusted according to node density, for optimal

feature can be measured by two metrics: (1) theefficiency or ~SysStem pgrformance. _
the average rate (number of nodes per sec) to which a source We define two complementary performance metrics - a)

can deliver its broadcast packets, and (2) theeliability, or the  the broadcast reliability expressed as the average number
average number of nodes that receive a specific transmlssmnof nodes that receive a specific packet transmission suc-

successfully. We demonstrate theoretical limits to and adgavable L .
tradeoffs between efficiency and reliability for a linear nework cessfully, and b) thebroadcast efficiencyor rate at which

under Rayleigh fading links. We then provide power control and & source can deliver its broadcast packets to neighboring
congestion control strategies that maximize broadcast effiency. nodes. The VANET literature consists of several analysis

A strategy that achieves near-optimal broadcast efficiencywhen  of proadcast mechanisms but almost exclusively via simu-
the rl‘et.""ork nodes dha"e Tl((i:]h mobility > .a'SIO desl‘cr'bed' NS-2 |ation. Further, these largely concentrate on charadteyiz
simulations are used to vall e_m_a our analytica resu.ts.“ broadcast efficiency, while broadcast reliability is iger
Index Terms—Broadcast Efficiency, Broadcast Reliability, Con-  For example, [10] and [11] investigate broadcast efficiency
%essl\t/'&” ﬁogtrol'j Power Control, Rayleigh Fading, Capture Bfect. ¢, one-hop broadcast. Through simulations, it deduces a
» Node Density relationship between node density and per-node traffic load
for maximum broadcast efficiency. Also, simulations in [12]
. INTRODUCTION imply that VANETs having the same communication density

Improved road safety and traffic management is a fund®ight have similar reception probability versus distansed
mental driver for emerging vehicular networks [1]-[5]. Aesa  SPecific broadcast packet. Also, [13] and [14] derive protec
sult, the 1ISO Communications Architecture for Land Mobile§1at vary transmission power so that the beaconing load in
(CALM) [6], Society for Automotive Engineers (SAE) [7] andcarrier sensing pergelved by each vehicle does not. violate
the IEEE Wireless Access in Vehicular Environment (WAVER Mmaximum beaconing load regardless of node density. [15]
standards [8] have defined a “heart beat” message - also knoiitflies the unsaturated performance of a channel with two
as Cooperative Awareness Message (CAM) - that is requi@ategones of services using distance based_ receptlpnlmode
to be periodically broadcast on the control channel by affithout capture capability. Finally, mathematical exisiess
vehicles. The CAM message informs neighboring vehicles i Proadcast performance are obtained empirically thhoug
the source locations, velocities and directions of traeet, 2MPple simulations and least-square curve fitting in [16].
and may also carry emergency alerts. These are broadcadi® impact of network parameters on aggregate network
to neighbors using Orthogonal Frequency Division Multipliroughput in a single 802.11 WLAN cell has also been
(OFDM) link and Carrier Sensed Multiple Access (CSMAVell studied [17]-[20]. While the performance metric in a
MAC layer, defined in the IEEE 802.11p standard [9]. LAN _d|ffers from our notion of broadcast efflt_:lency since

To extend transmission range and ensure successful geliEansmissions in the former are ACK-based unicast (a single
of such messages, the 802.11p standard allows increased trfC€Ive node per transmission), these studies shed uigful |
mission power on the control channel upto 33 dBm. Increasif§ System performance in the presence of multiple access

the transmission power when only a single source transmi erference, via the introduction of analytical mod_eler Ex
can improve the efficiency and reliability; however, this i@MPle. [18], [19] show that aggregate throughput is optitiz
not universally true in a network with multiple simultanesouIf the contention window in 802.11 MAC protocol is scaled

broadcasts. An increase in transmit power by a source le4lf¥ersely) with node density in a cell. In [17], the capture
to corresponding increase in interference power at theverce eff€Ct based on received signal-to-interference-plusenatio

for other broadcasts, and leads (in dense networks) to &NR) is shown to be able to increase reception probabpility
and hence, throughput.

F. Ye and S. Roy are with the University of Washington, Seaw/A, USA. In this work, we focus on developing analytical models for
R.Yim and J. Zhang are with the Mitsubishi Electric Resedrabs (MERL), proadcast efficiency and reliability in 802.11p for Rayleig
Cambridge, MA, USA. fadi h Is: he the b i K led his is th
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fading and the multi-access interference. For tractgbgibme rate over the channel at bits/sec. All vehicles are randomly
simplifying assumptions were made in the analytical modgdpsitioned in a single lane, modeled by a one dimensional
however, we validate the model results using ns-2 simuiatio(1-D) homogeneous spatial Poisson point process with mean
that consider many non-ideal effects such as hidden tetmina

problem. Our key results are as follows: The system has a single broadcast channel that is shared
e The 0pt|ma| broadcast efﬁciency and trade-off betweé‘[nongst all nodes. The medium access behavior is modeled
efficiency and reliability is explicitly derived; usingp-persistent Carrier-Sense Multiple Access (CSMA) [21]

« The optimal power control policy is derived. For a givevith transmission probability. In p-persistent CSMA, a node
path loss exponent and per packet transmission powefirst senses whether the channel is free prior to channel
po, the same broadcast efficiency can be achieved BgCess. If so, the node broadcasts a packet with probability
scaling p(l)/a inversely with the node density (contraryc regardless of the actions of the other nodes in the system. If
to common assumptions [12], [18], [19] that broadcadife node chooses not to transmit when a channel is free (with
efficiency is preserved by simply scaling the transmissigiobability1 —c), it waits for a predefined time interval before
probability inversely proportional to the node density); it Sénses the channel again. Finally, if the channel is res, fr

« Finally, we provide the complete characterization fothe node reverts to receive state and attempts to decode the
(1) the optimal transmission probability that maximizeBacket, and postpones channel sensing after this is cazdplet
broadcast efficiency when vehicle density is known, and We assume that the wireless channels undergo Rayleigh

(2) the worst-case guaranteed transmission probabilf§ding’. and the path loss exponentis Let d be the distance
when vehicle density is imprecisely known. between a source and a receiver, &hhbe the received power

Since in VANET the exact node density is difficult toOf the tra.nsmlssmn f“’”.‘ a smgle source;_ th&_rfollows an
xponential random variable with meagd— given by the

estimate, our ability to provide a congestion control res lowi bability distribution functi ™
that guarantees a worst case performance which is very cl %éowmg probability distribution function (paf):

to the optimal broadcast efficiency when the node density is 1 ( S

exactly known, has great practical significance. Specifical 9(s) = pod—o P ) , ¥s20. (1)
Fhis suggests that broadcast prgtocqls.may need only 9'95% e receiver has only single packet reception capabilitgl, a
mfgrma‘uon eg. Whether_a veh|clg 'S 1h an urban or rur%lan decode the packet successfully if and only if its reckive
neighborhood) to automatically set its medium access ObntémR exceeds a threshold:
parameters for sharing time-critical information. '

The remainder of this paper is organized as follows. The P(suce) = Pr( — S > Z) :>1, (2)
system model is introduced in Sec. Il followed by the analyt- Yoo Li+ng — -
ical formulations for broadcast efficiency and reliabilayer | . o no is the noise powers > I is the total received

. . . . . =1 "?

Rayleigh fading links in Sec. Ill. We analyze protocol belbaV jnerference power from transmissions of neighboring sode

as a function of node density, packet length, transmissign . s 5 threshold that depends on the modulation and coding
power and node transmission probability. We highlight thl‘:?sed for the packet transmission.

theoretic limits for efficiency and tradeoff between the two
metrics. In Sec. IV, we provide results for the optimal broad
cast efficiency when the node density is known, as well as
when only loose lower and upper bounds on node density #xe Broadcast Reliability

available. In Sec. V, we suggest a congestion control algori  In this work, we presentwo complementary views: a) a
that can be integrated with the IEEE 802.11p protocol stadkceiver centricanalysis of the probability of successfully re-
Sec. VI comprises of network simulation results to demomeiving a reference packet from a source whose distance from
strate the validity of the analysis, and the paper concluitle wthe receiver is a uniform random variable; b)transmitter

_podfo‘

I11. THEORETICAL ANALYSIS

final remarks in Sec. VII. centric analysis that computes the expected number of nodes
E[N] that can successfully receive a reference packet from a
Il. SYSTEM MODEL source. Both are in presence of Rayleigh fading and multi-

a]ccess interference.
0

packet generating nodes (vehicles) that broadcast infavma Inthe receiver centrlq analysis, W_e_place a reference\rec_e|_
at the origin and consider transmitting nodes located withi

to their neighbors. We assume network ‘saturation’ - i.&la@s . .
g [—dm, d.] meters (see Fig. 1), where we will ld, — oo for

always have fixed lengthl( bits) packets (of same priority) ! - .
waiting in their outgoing queuésAll packets are transmitted our final result. Conditioned on the presence of a transmitte

use the same transmission powempgfwatts; all nodes access'dnis;[zgufg dn:z;izrteod Prggl;;lr,] t?ﬁ Z(:tur([:zez]d ISLt:rgcr:r?ali uinvlti(;rﬁlg
the channel with identical transmission probabitityand with property ) 9

fixed modulation and coding commensurate with transmissighStrIbUtlon O.f ”“? receive power due fosingle transmitter
without considering any interference. Then Lemma 2 com-

1The saturation assumption is standard in network perfocmamalysis Putes the probability that the reference receiver sucetgsf

[18] and provides a useful estimate of the maximum througlgohievable.
Non-saturated queues and multi-class traffic are of inteteg beyond the 20ur analysis readily adapts to other wireless channel ¢adiodels by
scope of this paper. changing the corresponding expressions for received Ispmpveer.

We consider a vehicular network consisting of a number



Reference receiver

Theorem 1: Consider a 1-D network having Poisson dis-

—~ ~ —~ —~ tributed nodes with mean, where each node independently
O e oOe OO ®0 O ® O transmits a packet with probability in any slot. LetN be
) . 0 d, i the number of nodes that decode a packet originated from the
o = i same transmission successfully, then the broadcast itijiab
O A listening node s A broadcasting node is
Fi_gure 1._ A reqeiver c'ent'ric view of the 1-D broa_dcast nekwor 1 1
with spatially Poisson distributed nodes, for analysis &t.8I-A. E[N] _ CZ:/Z (1 — exp <2)\c(p0/n0)1/af <1 + a))) 7
decodes a packet from a specific source in presence of inter- o ] )
ference. whereT'(z) = [;~ t*"'e~'dt is the Gamma function.
Lemma 1: The pdffs(s) and cumulative distribution func- Proof: See Appendix C. .

tion (cdf) Fs(s) of the reception power from a single trans-
mitter that is uniformly distributed withif—d,.., d,,] are given B. Broadcast Efficiency

by Broadcast efficiency/ is the expected number of nodes to

1 dm o 1w which a source delivers its packets per unit time. We willt firs
fs(s) = dmpo /0 z® exp(—py z”s)dz () show that the average number of nodes that a source delivers
packets to at a transmission opportunity is identical to the
o, probability that a node receives any packet successfulheiwV
Fs(s) = 1— L/ exp (_po—lmas) dz (4) applied to reception, the broadcast efficiency is the exgokect
dm Jo number of packets that a node could receive successfully in
To compute the probability of successfully receiving & unit time duration. In a large network, the carrier sensing
specific packet, we need to characterize the distribution @echanism of each node reports channel status in its wicinit
the total interference. In Appendix A, we prove that th&hile nodes in the network operate asynchronously, for the
distribution of the receive power is heavy-tailed with riegly ~ following result we assume a scenario whereby all the nodes
varying tail. As a result, the convolution of the pdf’s frorh a (upon performing carrier sensing) have concluded that the
the interference components converges very slowly. For athannel is free at an instance.
lytical tractability, we will approximate the total interfence ~ The following corollary states the relationship betweea th
by the strongest interfering component, using the max-sutfansmitter centric and receiver centric views.
equivalence property [23], [24]. The following Lemma shows Corollary 1: The probability that a node receives and de-
the probability that a receiver successfully decodes aifspeccodes a packet successfully in a slotis{N], which equals to
packet in presence of interference. the expected number of nodes to which a transmitter delivers
Lemma 2: Consider a 1-D spatial network having Poissoits packet successfully at a transmission opportunity.
distributed nodes with meax) where each node independently ~ Proof: The probability that a node receives any packet
transmits a packet with probabilitg in any slot. Then, successfully can be empirically calculated by the ratiohef t
the probability that a node at the origin decodes a pacKetal number of packets successfully delivered to the total
successfully from aspecific source node that is uniformly number of nodes:

distributed in[—d,, d] is iy E[Number of delivered packets #-dy, dn]]
1 -
b o0 » 4 ) dyn—300 E[Number of nodes in—d,,, d,,]] ’
s—spec = — suc 3 S
p / (succk) fs (s) ds 3 k(2Acdm)®  exp (—2Acdyn) E[N] 8)
= 1 . ,

where fs(s) is given by (3), andP(succ|s) is the probability dm—oo = Kl ZAdnm
of successfully decoding a packet with receive powdérom = cE[N].
the specific source in presence of interference, which isrgiv )
by From Theorem 1E[N] is the expected number of nodes

that successfully receive and decode a packet from a specific
oo source (given that the source transmits), henE@N] is the
P(sucds) = exp (_2)\0/ exp (_p51ma(s/z — no)) dx) , humber of nodes on average reached by a transmitter at a
0 transmission opportunity. ]
Vs > zng. The time interval between 2 consecutive channel sensing
(6) operations at a node can be much larger than the slot dutation
Proof: In Appendix B, Lemma 2 is proved after ap_defineq in the 802.11 standar.d. For.anal_ytical convenience,
proximating the total interference by the strongest ireténgy W€ defln(_a a cycle as the_ (varlable)_ time interval between 2
component, using the max-sum-equivalence property. ® co_ns_ecunve channel sensing operat!ons. To evaluate m@aq
Now, we turn to a transmitter centric view and analyz&fficiency, we model a node to be in one of 3 states during
the expected number of nodes that receive a specific packtgrzor example, in IEEE 802.11p networks, a slot duratiortis,

S o =13
transmission successfully, denoted as the broadcasbit®¥ia microseconds.
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Figure 2. A node is in one of 3 states (transmit, listen, 2000 L=256
and idle) in a cycle with corresponding duratidfis:, Tiisten. ‘ -- -;zi;%toﬂc bound
Tidle, @and probabilitiesPix, Plisten, Pidle- 15080_4 10° 107 10 10
A pé/a
a cycle: a) transmit, b) listen or c) idle, with correspond- Figure 3. Broadcast efficiency as a function ®py/“.
ing durationsTi, Tiisten, @and Tige respectively (see Fig. 2). Maximum efficiency is achieved atp, wherep is the optimal

When a node transmits a packet, the header occupies transmission powek: = 0.05, pes = 370.

seconds, followed byL bit payload sent at channel data

rat(_aR bits/second. AISO’ "’?“e_r each_ transmission, the node ;. By considering the expected duration of a ran-
waits fora predetermmed distributed mter—fram_e spadéw_ omly chosen cycle, we can write the broadcast efficiency as
time (Ipirs) before it senses the channel again for possible

next transmission. Similarly, detects channel busy uporiesa Ule, A po, L) — cE[N] .(16)
sensing, it waits for the transmission to érathd an additional R PTw + PistenTiisten + PaieTidle

DIFS time before it senses the channel again. Fina”y, th"he result follows after Substituting (9)_(11)’ and (1231 ]

a node decides to not transmit a paCket and senses that thErom Coro”ary 1, we see that broadcast efﬁciebfc'}s a|so
channel is idle, it waits for a fixed timé&;i,; before it makes the average rate in packets per second that a node receives an
the decision again whether to transmit or not. Hence, packets successfully. HencE,L is the average data rate in
bits per second that a node successfully receives. As payloa

Tx = Tu+L/R+ Tors, o - o
size L increases, the average rate of successful reception in

Tisen ~ Tu +L/R+ Tors, (10) packets per second at a node monotonically decreases.dio fav
Tide = Tslot- (11) periodic heart beat message exchange in VANETSs, a smaller

In the physical carrier sensing model [25], a node concludg'sessage size is preferred,
phy 9 ' Next, the power control policy follows from the following

channel busy if the receive power is greater than a carrier
corollary.

sensing thresholg.;. Then the effective carrier sensing rahge . .
_ g e 1/ . 9ran9e  corollary 2:  As a function of Apt/®, with all other
is calculated byd., = (1‘,’—“) I'(1 + ). Due to the parameters fixed, the broadcast efficiency in a 1-D wireless
spatial Poisson distribution, the average node populatitime  broadcast network has the following asymptotic bound:
physical carrier sensing range 23d.s. Then the probability 1—¢ 1
that a node transmits, receives, and is idle in a randomly im U = —7=- = (17)
. . A l/a*)oo zHe Ttx
chosen cycle, are respectively: Po

When p.s > ng and for sufficiently smalle, the optimal

Px = ¢ (12) " ransmission powes is given by:
Pae =~ (1—c)*, (13) 1/a
Bisen = 1— Pix — Ple. (14) we”\"(ﬁ/m)l/a — e~ nB/pes)"®
1 — Lot
Ton (18)

The following theorem shows the broadcast efficiency. —1/a, —1/a)Al/a

; _ 1/« 1 —A’r}(no +Pos )p
Theorem 2: The expected number of nodes to which a = ((pes/m0) "% = 1) e )
source could deliver its packets in a unit time duration in a

— 1
1-D broadcast wireless network is wheren = 2cI'(1 + 5). _ _
Proof: Eg. (17) is immediate from (15), and (18) is

1_c l—exp (—20)\ (po/no)l/a 1+ %)) (15) 0bta6ined by considering the first order necessary condition
1/ Tix — (Ttx - Tslot) (1 - C>2/\d°5 (157" . 1/a ; -
Eqg. (15) as a function of\p,’~, the asymptotic bound

“Due to the hidden terminal problem, while a nearby node missa from (17), and the value ofp'/ are all plotted in Fig. 3
phacliet. another_ne_arbyHnode may transn?itshan?ther_pack_ﬂﬁllibe en% of for two payload sizes. Theorem 2 and Corollary 2 together
the first transmission. Hence, in general, the listeningetis longer than H H . H
transmission time. However, we will omit the hidden ternhipeoblem in the show an important result fqnqwer controlin VANET: with
derivation. all other system parameters fixed and node densikpown,

5Due to fading, the carrier sensing range cannot be quantifjeaiconstant
value in general; however, we simplify the model and consioiely the SWe use(1 — ¢)* ~ e~°* for small ¢, since as will be shown later in
effective range. Sec. IV, the optimal transmission probability is a very dnmaimber.

U =
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Figure 4. Tradeoff between broadcast reliability and efficy Figure 5. Broadcast efficiency versus transmission prdibabi
¢, whenpy = 1075W, L = 256bhits.

when\ = 0.25, pp = 10~°W, L = 256bits.

nodes should set broadcast powegr = $(\). When node A. Optimal Transmission Probability
density changes, the same (optimal) broadcast efficieney ca .
be acr):ieved g scaling/® inf/er;sel \)Nith)\ y We assume that the node densktys known by all nodes.
y %o y ' In a vehicular network, such density may be estimated from
traffic surveillance cameras, and the result is broadcaatl to

C. Theoretical Limit on Tradeoff between Broadcast Reliabivehicles. With known\, the optimal transmission probability
ity and Efficiency ¢ can be readily obtained by applying the first order necessary

Thus far, we explored broadcast reliability and eﬁ‘icienc?Ondition for stationary points of (15), which leads to the

separately. We next capture their inter-relationship wia t following implicit equation:

achievable region (Region 1) in Fig. 4 that shows the tradeof A —2Xé¢ —2XéE
between the two factors. The maximum reliability is achieve (1-¢)2x¢e —(—e )
when¢ — 0 (point A), which corresponds to (1 —¢&)2M6e 2% 4 (2Mdes — 1) (1 — e 22%) (20)

c—0 ZTL()

1/« =
lim E[N] = 2A(ﬂ) r(1+$). (19)

This is the expected number of nodes that receive a speciigere { = I' (1+ é)pé/ano Y/*_Eq. (20) allows explicit
transmission when there is no multi-access interferenoai-H computation of the optimal transmission probabiliéy))
ever, this comes at the expense of broadcast efficiency,t@gt each node should adopt in order to achieve maximum
almost all nodes refrain from transmitting. Asincreases, broadcast efficiency when node density is known. Note that
the broadcast efficiency first increases due to an incred8e optimal transmission probability is independent of the
in transmission rate, but it eventually decreases again dicoding threshold, but is dependent on the carrier sensing
to excessive interference. The broadcast reliability eleses rangedcs. Eq. (15) is plotted in Fig. 5 versusfor different
monotonically as: - hence the interference level - increase¥€hicle density values. As Fig. 5 shows, both the optimal
Any point in region | can be achieved through time-sharingansmission probability and the absolute efficiency value
strategy. Forp-persistent CSMA protocol, a system shoul@chieved at vary as density changes. We use absolute value

operates on the line segment connecting points A and B. in this figure to highlight the dependency of the maximal
efficiency on vehicle density. In Fig. G()) derived from

IV. SYSTEM OPTIMIZATION (20) is_plt_)tted as a f_u_nqion _of vehicle d_ensity. The optimal
transmission probabilityé(A) is monotonically decreasing,
In the previous section, we investigated the tradeoff betweimplying smaller transmission probability for networks of
broadcast reliability and efficiency, and noted that a systenigher density. However, the optimal transmission prolitgbi
should operate on the line segment between points A and BdBes not scale inversely proportional to the node density.
Fig. 4. In this section, we focus on point B which corresponds
to the maximum broadcast efficiency, and study the optimal
probability of transmission for a system with known nodg \yorst-Case Guaranteed Transmission Probability
density, transmission power and payload size. Since VANET
topology is typically dynamic, we also consider the case We now assume that it is impossible to estimate and
where the node density varies within some bounds. For sutistribute the node density accurately to the nodes in the
networks, we provide a worst-case guaranteed strategyefor detwork. Rather, only loose lower and upper bounds of the
termining the probability of transmission that maintairr  density0 < A; < A < )\, are known. We seek a transmission

optimal broadcast efficiency over the range of node densjtyobability that performs as close to the optimal broadcast
values. efficiency as possible for any actual node density within the
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bounds. Hence, ) _
protocol [26] is known to be related to the (fixed and/or

Ulc, M) VA € [, )\Z]} . variable) size of the contention window that is used to ratgul
U(é(A),A) channel access by nodes [18] [19]. For example, a packet at

Ule,\) . . (21) the head of the MAC layer queue uniformly chooses a back-
where 0 < gmagy < 1 is the normalized broadcast

g / ) o . off timer value betweer0, W — 1], and the packet is only
efficiency, which measures the efficiency with respect tOIth?ansmitted after the node senses a sufficient amount of-chan
is optimally achievable. Note that the optimal transmissi

. N N %hel inactivity. Typically, for unicast where data link cooltis
probability at e>_<act node def_‘S'W'S EA) = &(X, A). . based on receipt of acknowledgements, the contention windo
From the optimal result (Fig. 6), we know that the optim

o N ) . Size is increased in response to loss of any acknowledgement
transmission probability decreases as a functior.oénd it However, for broadcast mode in 802.11, there does not exist

can be shown that the broadcast efficiency decreases mopQ; toeghack mechanism for nodes to detect a collision. In
tonically as the transmission probability deviates frone thy, e contention window size is a predetermined fixedeval
optimal value for a given node d_e_n5|ty. Hence, t_he Wors‘}_caﬁccording to the packet class in 802.11 EDCA or 802.11p for
guaranteed transmission Pmbab'}}?f san be Obta'ggdkgply'mbroadcast packets. More relevantly for the VANET context,
congdermg the mterse_cﬂop O{.f(é(Al),Al),and Ue0w)he)  the contention window size does not change according to
This leads to the following implicit equation: node density\, transmission powep,, and payload sizd..
(1 _ 672)\256()\1,/\2)) (1 _ (1 _ %) (1— &\, )\2>>2A1dcs) Hence, as thg r_10de density changes ir) a dynamic networl§, the
ki broadcast efficiency may suffer drastically if the contemnti
(1 — e=2M8e(A22) (1 - (1 - %) (1—é(\, )\2))””“) window size is set incorrectly.
R In this section, we offer congestion control mechanisms tha
= M may be used to regulate the channel access probability for
U (&(A1); A1) 29 a node. First, we propose directly changing the contention
(22) window size; however this would require changes to the
The equipotential surface of the normalized worst-cag®2.11p standard and is not generally recommended. Alter-
guaranteed broadcast efficiency is plotted in Fig. 7 for aewidhatively, as per Fig. 8, we propose to insert the Congestion
range of\; and A\,. Even when the lower and upper bound€ontrol Layer above the short message protocol standard
of the node density differ by an order of magnitutles worst- (such as WAVE Short Message Protocol (WSMP) layer in
case guaranteed solution is at least 95% of what is optimaliie WAVE communication protocol stack [8]). The new con-
achievableunder the current parameter settings. Note thgestion control layer is similar to the transmission colntro
while the broadcast efficiency remains high, the worst-capeotocol (TCP) layer for Internet Protocol (IP) traffic. But
guaranteed solution has an impact on broadcast reliabilitynlike TCP, it is not connection oriented; rather, it regesa
Specifically, if the true density is closer to the upper bqun@éroadcast traffic on the control channel without observimg a
the worst-case guaranteed solution would be more aggeessieknowledgements. In one solution, the congestion control
than the optimal. As a results, each transmission reaclsss llayer receives signalling information from the MAC layer,

é(A1, A2) = arg max min {

number of neighboring nodes. and uses that to regulate access probability of outgoirffictra
Alternately, the congestion control algorithm may regeildte
V. CONGESTIONCONTROL outgoing traffic without any input from the MAC layer.

Thus far, we have established the worst-case guaranteed )
transmission probability, and in the limit case the optimd- Direct MAC Layer Congestion Control
transmission probability, given a range of possible node de From [18] [19],¢ = WLH is the relationship between the
sity values. The transmission probability for 802.11 MA®utgoing packet probability and the fixed contention window



Data interface

sizeW for broadcast packets. LéfA;, \2) be the worst-case Application 1o appiications {

guaranteed transmission probability, then the correspgnd 6P |GongestionGontrol [N
worst-case guaranteed contention window SiZ¢A;, \2) is : e Tongestion ] ==
given by P | Wil D™ | Gantn ogi
9 LL i
1774 (A, X)) = |———1], (23) WAVE MAG (with channel cdordination) (_/‘[ /
¢ ()‘la )‘2) ‘ Channel Router; | ‘Sa\';\,as‘&'gr(:;; Control interface
where[-] is the ceiling function. [ToSGH]  [To/cGH] OUS eropiere)
PHY /s WSMP* WAVE Short Message and Protocol
,/ SCH*  Service Channel
B. Congestion Control Layer with MAC Signaling 7 CCH™ Control Chanel
. . . . . . . v L, Path of a heart beat msg that is been
Direct manipulation of the contention window size in MAC }W‘BCH!SCHl‘\CCH\‘ISCHwSCHl‘\SCHI‘ =7 regulated by the congestion control layer
layer is sometimes not feasible. Instead, we design a con-sss so85 5895 .opg oMo (67
gestion control layer, a practical solution which miningze Figure 8.  Congestion control layer in a WAVE based

the interaction with MAC layer to retain MAC's integrity. communication protocol stack.

Fig. 8 shows the congestion control layer in relations to the
other elements in a WAVE communication protocol stack. We
see that the congestion control layer is analogous to TCP,

except that it regulates broadcast traffic that is sent to thewe simulate a 1-D vehicular network using parameters (Ta-
short message layer. An additional queue is implementdeein ble |) from WAVE/802.11p standards. Various vehicle ddasit
congestion control layer in addition to the MAC layer queugynd contention window sizes are evaluated. The simulaion i
and a control interface between the congestion controlrlaygnducted using ns-2 [27], with improved wireless channel,
and MAC layer is optional. physical layer and MAC layer abstractions from the patch
The desired transmission probabiliy\:, A2) at every provided by [28]. The underlying physical layer monitors
transmission opportunity is derived in (21). However, thghe accumulated interference level and adopts a SINR based
transmission opportunity occurs at irregular time intérvacapture model for packet reception. The contention window
depending on whether the node is transmitting a packet, aserations closely follow the IEEE 802.11p standard. This
whether there are any ongoing nearby transmissions. Wifinulator has been widely used in VANET simulations [10]-
MAC signaling, the congestion control layer learns when 2] [29]. Furthermore, the hidden terminal effect existsl
MAC layer senses a channel idle, and when a packet dgnulations.
transmitted. It stores all packets in its queue, and sends &g, 9 plots the simulated normalized broadcast efficiency
packet to the short message layer with probabijitgt every 7oy @nd (15), when accurate vehicle density is known. As
transmission opportunity. To achieve the effective traission wec can see, the optimal contention window size matches well
probability (A1, A2), the congestion control layer should setyith the simulation result. Without normalization to the xna

{ 28(A1,A2) (A, A2) € [0, w2), imum value, we find that the simulated broadcast efficiency
q =

VI. SIMULATION

i_c(kl’AZ)(W_l)v Ou )\ > (24) is generally less than the theoretical value. This is bezaus
’ &(A1; A2) € [y 1) the theoretical analysis approximates the total interfeseby

This collaborative transmission control operation is swanmthe strongest interfering component and assumes syncitsoni
rized below in Alg. 1. of transmission opportunities, both are optimistic asstiong
that over-estimates the efficiency. Nonetheless, the ¢tieaf
Algorithm 1 Packet transmission control with MAC signaling:  regylt accurately predicts the optimal contention windze s

1. Caleulates = &(X1, Az) using (21). which is valuable for system designers.
2. ifée< Wt then

3 Send down a packet with probabili 76&371) when MAC signals In Fig. 10, we consider a W|de_ range of vehicle densities
a new transmission opportunity; 2 A € {0.05,0.25,0.5} (veh/m), which corresponds to mean
4: else
5 Always send down a packet when MAC signals a new transamssi
opportunity; Table |
6: end if SIMULATION PARAMETERS
Parameter | Value
. . . . Central frequency 5.890Ghz
C. Congestion Control Layer without MAC Signaling Channel bandwidth 10Mhz
Without MAC signaling, congestion control effectively be- CEanne: datg rlate 3Mb|p$ e
comes a rate control problem. The congestion control layer gat"?]”[;ismo € ffaye'g ading
may simply controls the rate at which packets are sent to Modulation scheme BPSK
the short message layer using vehicle density information. glalﬁgt;!re threshold for BPSK ?gB
e . . . . ot time us
Speuﬂcglly, the d_eS|red transmlss[on data rate in pagkets Header duration 10us
second is a function of node density Symbol duration 8us
p ( )\) — . (25) Data packet size 51Bytes
Tix — (Tix — Tsiot) (1 — é(X))2Ades Transmission power le-5Watt
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Figure 9. Normalized broadcast efficiency from analysis and Figure 10. Normalized broadcast efficiency for a wide range
simulation when density\ = 0.5. of densities from analysis and simulation.

inter-vehicle spacing of, 40 and80 (m) on a 4-lane freeway. broadcast efficiency (95% of optimal efficiency in simulajio
The maximum (absolute) broadcast efficiency, as a functiongan be achieved.

vehicle density, is unknown to individual vehicles due tadn

curate density knowledge. However, for worst-case guesght APPENDIX A

performance, the system sets the contention window 8ize PROOF OF THE RECEIVE POWERS HEAVY-TAIL PROPERTY

so to maximize the normalized broadcast efficiency over a5 distribution is said to have a regularly varying tail
range of possible vehicle densities. For the given parametqmth index y > 0 if and only if its cdf F(z) satisfies
the worst-case guaranteed solution fo€ {0.05,0.5} should ~ " | _ F(zy)
setW = 85, which is the cross-over point of the curves forlim ToFG) y~ " for anyy > 0. From (4), we have the

A =005andA = 0.5. At W = 85, if the true density cdf fy(s) of the receive powetS from a single transmitter

is A = 0.05, we see from the simulation result that, whilgnat js uniformly distributed in B, d,]. We first change the
the chosen contention window is larger than optimal valugariaple in (4) using = pgla®s,

the broadcast efficiency is still 96% of the optimal efficignc

that is achievable for systems with = 0.05. On the other 11 1 —1/a

hand, if the true density is\ = 0.5, while W = 85 is Fs(s) = 1—dy'a”"pg/ 5™ /O

lower than the would-be optimal value, the system is achigvi (26)

95% of the optimal broadcast efficiency. If the system cabhen we apply (26) to the heavy tail definition,

further decides betweeh € [0.25,0.5] (urban scenario) and

A € [0.05,0.25] (rural scenario), then 97% and 99% of thejiy, 1-Fs(zy) _ lim (zy)

optimal performance can be guaranteed, respectively. z=oo 1 —Fg(z) a=oo g=l/ fé”SlIdifL t—1+1/ap—tdt
From Fig. 9 and 10, we observe a mismatch of simulated _ . 1/a

and analytical efficiency results when contention windoze si =Y ' 27)

is far from the optimal; this effect is particularly pronaed

when the vehicle density is small. Part of this discrepascy ience, we have proved that the distribution of the receive

a simulation artifact for low vehicle density, as it req@ir@ Power is heavy-tailed, and has a regularly varying tail with

g TeY

po 'sdy,
1t ee—tqy,

-1 (o4
d _ _
71/04 j;)po zy m ¢ 1+1/D¢e tdt

longer simulation interval than we have used. index L.
VIlI. CONCLUSION APPENDIX B
In this paper, we introduced broadcast reliability that mea PROOF OFLEMMA 2

sures the average number of nodes that receive a specifitn the receiver centric view, we first consider the distribat
packet transmission successfully, and broadcast effigitrat  of the interference power heard by the reference receivbieat
measures the average rate at which nodes receive any bsvadwégin. From (3) and (4), it can be shown that the distribaitio
packets successfully. We analyzed behavior in a Rayleigh faf the receive power from a single transmitter is heavyethil
ing channel, and validated its accuracy using ns-2 simarati with regularly varying tail. Hence, for analytical tractiy,
The analysis provides the following fundamental resultyaft  we will approximate the total interference by the strongest
achievable region and consequent tradeoff between bredtarfering component, using the max-sum-equivalence ptppe
reliability and efficiency; (2) a power control policy as g23], [24]. Let K; be the number of transmitting nodes in
function of node density; (3) complete characterizatiothef [—d,,,d,,], then K; is a poisson random variable with mean
optimal transmission probability as a function of node dgns 2\cd,, due to Poisson’s splitting property. For a given valye
transmission power, packet length and other VANET systeof the random variabld<,, the cdf of maximum interference
parameters; and (4) a worst-case guaranteed transmiss@othus given by the largest order statistic B(s) over a
strategy for nodes with high mobility that shows near-oplim population size of;, which equals td Fs(s))*:.



Now, consider a specific packet that is received with signgb]
power s > zng, we compute the conditional probability of
receiving this packet successfully based on received SINR,

(6]

P(succls) 7]
o0 kl
L (2Aedim)* ozea,, —1 8]
= dilg{)o Te Pr Z[L- <z 's—ng|,
k1=0 i=1 9]
JORET > (2)\cdm)k1 —2)edom [10]
- dilgloo Z kll €
k1=0
-Pr (max{[1,12,~~~ i, b < zflsfno) , [11]
. - (”\Cdm)k —2Xed -1 k1
= lim Z e Nm (FS(Z s —no)) )
Ao —00 P kl' [12]
— diiinoo exp (72)\cdm (1 — Fg(zfls - no))) ,
o [13]
= exp <2)\CA exp (fpo_lxo‘(zfls - no)) dx)
(28) [14]

In step 2, the approximation follows from the max-sum-
equivalence property of heavy-tailed distribution. Fipal [15)
eqg. (5) follows from Lemma 1, noting that the pdf of the
receive power of the specific packet from the source is simq%]
fs(s), and a successful packet reception requires a minimum
received signal power of ng.

[17]

APPENDIXC

PROOF OFTHEOREM 1 (18]

In the transmitter centric view, we place a reference
transmitting node at the original, and consider the regiéﬁg
[-dm,dn]. Conditioned on a transmission by the reference
node, a node in the considered region has probalilityc of  [20]
listening to this transmission. Due to Poisson’s splittorgp-
erty, the number of listening nodes in the considered regign]
K>, is a Poisson random variable with mean(1 — ¢)d,,.
Condition on the knowledge of<,, these listening nodes
are uniformly distributed in the considered region. Hencey]
Ps.specin Lemma 2 shows the probability of that a listening?3]
node receives the packet successfully from the referenge.no

J. Yin, T. EIBatt, G. Yeung, B. Ryu, S. Habermas, H. Krighn and
T. Talty, “Performance evaluation of safety applicationseroDSRC
vehicular ad hoc networks,” iRroc. of the 1st ACM VANET workshop
2004, pp. 1-9.

“ISO Std, Communications, Air-interface, Long and Mewli rang
(CALM),” http://www.isotc204wg16.org/.

“ITS Std SAE J2735 - Dedicated Short Range Communicati@SRC)
Message Set Dictionary,” http://www.standards.its gimt/.

“IEEE Std 1609 family, IEEE Trial-Use Standard for Wiesk Access
in Vehicular Environments(WAVE),” Nov. 2006.

“IEEE P802.11p/D5.0, IEEE 802.11 Amendment 7: Wirelégsess in
Vehicular Environments,” Nov. 2008.

M. Torrent-Moreno, D. Jiang, and H. Hartenstein, “Bioast reception
rates and effects of priority access in 802.11-based vkitiad-hoc
networks,” inProc. of the 1st ACM VANET workshap004, pp. 10-18.
M. Torrent-Moreno, S. Corroy, F. Schmidt-EisenlohmdaH. Hartenstein,
“IEEE 802.11-based one-hop broadcast communicationseratahding
transmission success and failure under different radipagation envi-
ronments,” inProc. of the 9th ACM MSWiM2006, pp. 68-77.

D. Jiang, Q. Chen, and L. Delgrossi, “Communicationsign a channel
load metric for vehicular communications research,”Piroc. of IEEE
Int conf. on Mobile Adhoc and Sensor Systems (MAZE)7, pp. 1-8.
J. Mittag, F. Schmidt-Eisenlohr, M. Killat, J. Harrind H. Hartenstein,
“Analysis and design of effective and low-overhead trarssion power
control for VANETS,” in Proc. of the 5th ACM VANET workshop008,
pp. 39-48.

M. Torrent-Moreno, P. Santi, and H. Hartenstein, “Fainaring of
bandwidth in VANETSs,” inProc. of the 2nd ACM VANET workshop
2005, pp. 49-58.

X. Ma, X. Chen, and H. Refai, “Performance and reliapilof DSRC
vehicular safety communication: a formal analysi&PJRASIP Journal
on Wireless Communications and Networkipg. 1-13, 2009.

M. Killat and H. Hartenstein, “An empirical model for g@bability of
packet reception in vehicular ad hoc networkEJRASIP Journal on
Wireless Communications and Networkirp09.

M. Zorzi and R. Rao, “Capture and retransmission cdnimomobile
radio,” IEEE Journal on Selected Areas in Communicatjonsl. 12,
pp. 1289-1298, 1994.

G. Bianchi, “Performance analysis of the IEEE 802.1dtrihuted coor-
dination function,”IEEE Journal on Selected Areas in Communicatjons
vol. 18, no. 3, pp. 535-547, 2000.

] F. Cali, M. Conti, and E. Gregori, “Dynamic tuning of tHeEE 802.11

protocol to achieve a theoretical throughput limkZEE/ACM Trans.
on Networking vol. 8, no. 6, pp. 785-799, 2000.

J. Zhu, B. Metzler, X. Guo, and Y. Liu, “Adaptive CSMA fascal-
able network capacity in high-density WLAN: a hardware ptgping
approach,” inProc. of INFOCOM 2006, pp. 1-10.

L. Kleinrock and F. Tobagi, “Packet switching in radicdhannels:
Part I-carrier sense multiple-access modes and their ghpu-delay
characteristics,JEEE Trans. on Communicationsol. 23, no. 12, pp.
1400-1416, 1975.

S. Ross|ntroduction to probability models Academic Press, 2007.
J. Cai and Q. Tang, “On max-sum equivalence and coreolutlosure
of heavy-tailed distributions and their applicationdgurnal of Applied
Probability, vol. 41, no. 1, pp. 117-130, 2004.

Hence, the expected number of nodes that can successfigly s. AsmussenRuin probabilities World Scientific Singapore, 2000.
receive and decode a specific packet from the reference n&¥¢ J. Zhu, X. Guo, L. L. Yang, W. Steven Conner, S. Roy, andHdzra,

is derived in (29). In the last step, we use approximation
—1

271s —ng = z7's. The result follows after performing
integration by parts and simplification. [26]
[27]
REFERENCES [28]
[1] F. Li and Y. Wang, “Routing in vehicular ad hoc networkssarvey,”
IEEE Veh. Technol. Magvol. 2, no. 2, pp. 12-22, June 2007. [29]

[2] N. Wisitpongphan, F. Bai, P. Mudalige, V. Sadekar, and Tonguz,
“Routing in sparse vehicular ad hoc wireless network&EE Journal
on Selected Areas in Communicatipn®l. 25, no. 8, pp. 1538-1556,
2007.

[3] J. Zhu and S. Roy, “MAC for dedicated short range commatidns in
intelligent transport systemfEEE Communication Magazineol. 41,
no. 12, pp. 60-67, 2003.

R. Yim, J. Guo, P. Orlik, and J. Zhang, “Received powesédzh prior-
itized rebroadcasting for V2V safety message dissemingtia Proc.
of Int. Transport. Sys. World CongiSept. 2009.

(4

“Adapting physical carrier sensing to maximize spatialsesin 802.11
mesh networks,"Wireless Communications and Mobile Computing
vol. 4, no. 8, pp. 933-946, 2004.

“IEEE Std 802.11-2007, Wireless LAN Medium Access Goh{MAC)
and Physical Layer (PHY) Specifications,” 2007.

“ns-2: the network simulator version 2,” http://wwei.edu/nsnam/ns.
Q. Chen, F. Schmidt-Eisenlohr, D. Jiang, M. Torrent®tmw, L. Del-
grossi, and H. Hartenstein, “Overhaul of IEEE 802.11 madgland
simulation in ns-2,” inProc. of the 10th ACM MSWiM

D. Jiang, Q. Chen, and L. Delgrossi, “Optimal data ratdection
for vehicle safety communications,” iRroc. of the 5th ACM VANET
workshop 2008, pp. 30-38.



E[N] = 4 ligloo Ex, [K2Ps sped
= lim 2)\(1 — C)des—spec
dp—00

:2)\(1—0)/2:0

=2\(1- c)/ pé/aaf (1 + E) s~V exp <2)\c (zfls — no) 1/Olp
zZno

1 1
T (1 + —) s~V exp <
e e

1
po/a

S
~ 201 — c)/
zZno

( / pyd° exp(—poldas)dd) exp (—2Ac / exp (—pg 'd* (= s — no)) dd) ds
0 0

10

(29)
l/al

Vi (3)e

o 1
72)\021/0‘17(1)/ r <1 + —> 5_1/0‘> ds.
a

Fei Ye received the B.S. and M.Sc. degrees, both
in electronic engineering, from Tsinghua University,
Beijing, China, in 2005 and 2007, respectively. Since
September 2007, he has been working towards th
Ph.D. degree in electrical engineering at the Univer-
sity of Washington, Seattle.

His main research interest is protocol design in
wireless networks including wireless LAN, wireless
mesh, vehicular network, focusing on performance
% optimization at different layers, i.e., network layer

(e.g., multi-hop routing), and MAC layer (e.g.,

Jinyun Zhang received her B.Sc. degree in radio
electronics from Tsinghua University, Beijing, China
in 1970. Following her graduation, she was with
Tsinghua University until 1985. She received her
Ph.D. degree in electrical engineering from Univer-
sity of Ottawa, Canada in 1991. Dr. Zhang then
joined Nortel Networks, where she held various
management positions and engineering positions of
increasing responsibility in the areas of digital signal
processing, wireless communication and optical net-
works. Since 2001, Dr. Zhang has been the Manager

IEEE802.11p). His current work is on MAC design and packeellerror
correction for safety application and data disseminatiowehicular networks.

of the Digital Communications & Networking Group at Mitsahi Electric
Research Laboratories (MERL), Cambridge, MA, USA. Cufgenshe is

leading various new broadband wireless communications retdiorking
research projects that include UWB, ZigBee ad hoc netwgrkidIMO,
broadband multimedia home networking, wireless sensavarks, high speed
Raymond Yim (S'0-M’7) received his B. Eng. WLAN, cooperative communications, WiIMAX and next genesatimobile
and M. Eng. degrees in electrical and computetommunications systems.
engineering from McGill University in Canada, and Dr. zZhang has authored and co-authored more than 130 piitaisa
Ph.D. from Harvard University. In 2006-2007, heinvented and co-invented more than 100 patents and pateicatipns,
was an assistant professor in electrical and computeihd made numerous contributions to international wiretEssmunications
engineering at F. W. Olin College of Eng., Needhamstandards. Dr. Zhang is a Fellow of the IEEE and a member of2&E AP,
MA. Since 2008, he has been a research scienti®T, COMM, IT, ITS, LEO, SP, and VT Societies. She serves as ssobiate
at the Mitsubishi Electric Research LaboratoriesEditor of IEEE Transactions on Broadcasting, an AdCom menahdEEE
Cambridge, MA. His research interests include théBroadcasting Technology Society, and has served as a BathRiogram
design and analysis of cross-layered architectureSommittee member for various IEEE conferences.
and protocols for wireless communication networks,
multiple access protocols, link adaptation, cooperata@munications, smart
antenna systems, interference management and intelligeTdportation sys-
tems.

Sumit Roy received the B. Tech. degree from the
Indian Institute of Technology (Kanpur) in 1983, and
the M. S. and Ph. D. degrees from the University
of California (Santa Barbara), all in Electrical Engi-
neering in 1985 and 1988 respectively, as well as an
M. A. in Statistics and Applied Probability in 1988.
Presently he is Professor and Assoc. Chair of Elec-
trical Engineering, Univ. of Washington where his
research interests include analysis/design of wireless
communication and sensor network systems with a
diverse emphasis on various technologies: wireless
LANs (802.11) and wireless MANs (802.16), multi-standar@etess inter-
networking and cognitive radio platforms, vehicular andemvater networks,
and sensor networking involving RFID technology.

He spent 2001-03 on academic leave at Intel Wireless Techpdlab as a
Senior Researcher engaged in systems architecture anthstardevelopment
for ultra-wideband systems (Wireless PANs) and next geioerdigh-speed
wireless LANs. During Jan-July 2008, he was Science Foiomlaf Ireland’s
E.T.S. Walton Awardee for a sabbatical at University CaleQublin. His ac-
tivities for the IEEE Communications Society (ComSoc) irttds membership
of several technical and conference program committeeablyathe Technical
Committee on Cognitive Networks. He currently serves orBtitorial Board
for IEEE Trans. Communications, IEEE Intelligent Trangption Systems
and IEEE Trans. Smart Grids. He was elevated to IEEE Fello@daymuni-
cations Society in 2007 for his “contributions to multi-us®mmunications
theory and cross-layer design of wireless networking stedsf.




	Title Page
	Title Page
	page 2


	Efficiency and Reliability of One-Hop Broadcasting in Vehicular Ad Hoc Networks
	page 2
	page 3
	page 4
	page 5
	page 6
	page 7
	page 8
	page 9
	page 10


