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Abstract—In Dedicated Short Range Communications (DSRC)
based vehicular networking, each vehicle periodically broadcasts
control updates (that contain location and speed information etc.)
to its neighbors, as a key component of traffic management
and safety applications. The effectiveness of such a broadcast
feature can be measured by two metrics: (1) theefficiency, or
the average rate (number of nodes per sec) to which a source
can deliver its broadcast packets, and (2) thereliability, or the
average number of nodes that receive a specific transmission
successfully. We demonstrate theoretical limits to and achievable
tradeoffs between efficiency and reliability for a linear network
under Rayleigh fading links. We then provide power control and
congestion control strategies that maximize broadcast efficiency.
A strategy that achieves near-optimal broadcast efficiencywhen
the network nodes have high mobility is also described. Ns-2
simulations are used to validate our analytical results.

Index Terms—Broadcast Efficiency, Broadcast Reliability, Con-
gestion Control, Power Control, Rayleigh Fading, Capture Effect,
CSMA, Node Density

I. I NTRODUCTION

Improved road safety and traffic management is a funda-
mental driver for emerging vehicular networks [1]–[5]. As are-
sult, the ISO Communications Architecture for Land Mobiles
(CALM) [6], Society for Automotive Engineers (SAE) [7] and
the IEEE Wireless Access in Vehicular Environment (WAVE)
standards [8] have defined a “heart beat” message - also known
as Cooperative Awareness Message (CAM) - that is required
to be periodically broadcast on the control channel by all
vehicles. The CAM message informs neighboring vehicles of
the source locations, velocities and directions of travel,etc.
and may also carry emergency alerts. These are broadcast
to neighbors using Orthogonal Frequency Division Multiple
(OFDM) link and Carrier Sensed Multiple Access (CSMA)
MAC layer, defined in the IEEE 802.11p standard [9].

To extend transmission range and ensure successful delivery
of such messages, the 802.11p standard allows increased trans-
mission power on the control channel upto 33 dBm. Increasing
the transmission power when only a single source transmits
can improve the efficiency and reliability; however, this is
not universally true in a network with multiple simultaneous
broadcasts. An increase in transmit power by a source leads
to corresponding increase in interference power at the receiver
for other broadcasts, and leads (in dense networks) to an
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interference-limited regime. Consequently, it is important to
carefully study system performance which indicates how the
rate of channel access by a node and the transmit power used
should be adjusted according to node density, for optimal
system performance.

We define two complementary performance metrics - a)
the broadcast reliability, expressed as the average number
of nodes that receive a specific packet transmission suc-
cessfully, and b) thebroadcast efficiency, or rate at which
a source can deliver its broadcast packets to neighboring
nodes. The VANET literature consists of several analysis
of broadcast mechanisms but almost exclusively via simu-
lation. Further, these largely concentrate on characterizing
broadcast efficiency, while broadcast reliability is ignored.
For example, [10] and [11] investigate broadcast efficiency
for one-hop broadcast. Through simulations, it deduces a
relationship between node density and per-node traffic load
for maximum broadcast efficiency. Also, simulations in [12]
imply that VANETs having the same communication density
might have similar reception probability versus distance for a
specific broadcast packet. Also, [13] and [14] derive protocols
that vary transmission power so that the beaconing load in
carrier sensing perceived by each vehicle does not violate
a maximum beaconing load regardless of node density. [15]
studies the unsaturated performance of a channel with two
categories of services using distance based reception model
without capture capability. Finally, mathematical expressions
for broadcast performance are obtained empirically through
ample simulations and least-square curve fitting in [16].

The impact of network parameters on aggregate network
throughput in a single 802.11 WLAN cell has also been
well studied [17]–[20]. While the performance metric in a
WLAN differs from our notion of broadcast efficiency since
transmissions in the former are ACK-based unicast (a single
receive node per transmission), these studies shed useful light
on system performance in the presence of multiple access
interference, via the introduction of analytical models. For ex-
ample, [18], [19] show that aggregate throughput is optimized
if the contention window in 802.11 MAC protocol is scaled
(inversely) with node density in a cell. In [17], the capture
effect based on received signal-to-interference-plus-noise ratio
(SINR) is shown to be able to increase reception probability,
and hence, throughput.

In this work, we focus on developing analytical models for
broadcast efficiency and reliability in 802.11p for Rayleigh
fading channels; to the the best of our knowledge, this is the
first model within a VANET context to include both Rayleigh
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fading and the multi-access interference. For tractability, some
simplifying assumptions were made in the analytical model;
however, we validate the model results using ns-2 simulations
that consider many non-ideal effects such as hidden terminal
problem. Our key results are as follows:

• The optimal broadcast efficiency and trade-off between
efficiency and reliability is explicitly derived;

• The optimal power control policy is derived. For a given
path loss exponentα and per packet transmission power
p0, the same broadcast efficiency can be achieved by
scaling p

1/α
0 inversely with the node density (contrary

to common assumptions [12], [18], [19] that broadcast
efficiency is preserved by simply scaling the transmission
probability inversely proportional to the node density);

• Finally, we provide the complete characterization for
(1) the optimal transmission probability that maximizes
broadcast efficiency when vehicle density is known, and
(2) the worst-case guaranteed transmission probability
when vehicle density is imprecisely known.

Since in VANET the exact node density is difficult to
estimate, our ability to provide a congestion control result
that guarantees a worst case performance which is very close
to the optimal broadcast efficiency when the node density is
exactly known, has great practical significance. Specifically,
this suggests that broadcast protocols may need only gross
information (e.g. whether a vehicle is in an urban or rural
neighborhood) to automatically set its medium access control
parameters for sharing time-critical information.

The remainder of this paper is organized as follows. The
system model is introduced in Sec. II followed by the analyt-
ical formulations for broadcast efficiency and reliabilityover
Rayleigh fading links in Sec. III. We analyze protocol behavior
as a function of node density, packet length, transmission
power and node transmission probability. We highlight the
theoretic limits for efficiency and tradeoff between the two
metrics. In Sec. IV, we provide results for the optimal broad-
cast efficiency when the node density is known, as well as
when only loose lower and upper bounds on node density are
available. In Sec. V, we suggest a congestion control algorithm
that can be integrated with the IEEE 802.11p protocol stack.
Sec. VI comprises of network simulation results to demon-
strate the validity of the analysis, and the paper conclude with
final remarks in Sec. VII.

II. SYSTEM MODEL

We consider a vehicular network consisting of a number of
packet generating nodes (vehicles) that broadcast information
to their neighbors. We assume network ‘saturation’ - i.e. nodes
always have fixed length (L bits) packets (of same priority)
waiting in their outgoing queues1. All packets are transmitted
use the same transmission power ofp0 watts; all nodes access
the channel with identical transmission probabilityc, and with
fixed modulation and coding commensurate with transmission

1The saturation assumption is standard in network performance analysis
[18] and provides a useful estimate of the maximum throughput achievable.
Non-saturated queues and multi-class traffic are of interest, but beyond the
scope of this paper.

rate over the channel ofR bits/sec. All vehicles are randomly
positioned in a single lane, modeled by a one dimensional
(1-D) homogeneous spatial Poisson point process with mean
λ.

The system has a single broadcast channel that is shared
amongst all nodes. The medium access behavior is modeled
usingp-persistent Carrier-Sense Multiple Access (CSMA) [21]
with transmission probabilityc. In p-persistent CSMA, a node
first senses whether the channel is free prior to channel
access. If so, the node broadcasts a packet with probability
c regardless of the actions of the other nodes in the system. If
the node chooses not to transmit when a channel is free (with
probability1−c), it waits for a predefined time interval before
it senses the channel again. Finally, if the channel is not free,
the node reverts to receive state and attempts to decode the
packet, and postpones channel sensing after this is completed.

We assume that the wireless channels undergo Rayleigh
fading2, and the path loss exponent isα. Let d be the distance
between a source and a receiver, andS be the received power
of the transmission from a single source; thenS follows an
exponential random variable with meanp0d−α given by the
following probability distribution function (pdf):

g(s) =
1

p0d−α
exp

(

−
s

p0d−α

)

, ∀s ≥ 0. (1)

The receiver has only single packet reception capability, and
can decode the packet successfully if and only if its received
SINR exceeds a threshold:

P (succ) = Pr

(

s
∑

∞

i=1 Ii + n0
≥ z

)

, z ≥ 1, (2)

wheren0 is the noise power,
∑

∞

i=1 Ii is the total received
interference power from transmissions of neighboring nodes,
andz is a threshold that depends on the modulation and coding
used for the packet transmission.

III. T HEORETICAL ANALYSIS

A. Broadcast Reliability

In this work, we presenttwo complementary views: a) a
receiver centricanalysis of the probability of successfully re-
ceiving a reference packet from a source whose distance from
the receiver is a uniform random variable; b) atransmitter
centric analysis that computes the expected number of nodes
E[N ] that can successfully receive a reference packet from a
source. Both are in presence of Rayleigh fading and multi-
access interference.

In the receiver centric analysis, we place a reference receiver
at the origin and consider transmitting nodes located within
[−dm, dm] meters (see Fig. 1), where we will letdm → ∞ for
our final result. Conditioned on the presence of a transmitter
in the considered region, the source distance is uniformly
distributed due to Poisson property [22]. Lemma 1 gives the
distribution of the receive power due to asingle transmitter
without considering any interference. Then Lemma 2 com-
putes the probability that the reference receiver successfully

2Our analysis readily adapts to other wireless channel fading models by
changing the corresponding expressions for received signal power.
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Figure 1. A receiver centric view of the 1-D broadcast network
with spatially Poisson distributed nodes, for analysis in Sec.III-A.

decodes a packet from a specific source in presence of inter-
ference.

Lemma 1: The pdffS(s) and cumulative distribution func-
tion (cdf) FS(s) of the reception power from a single trans-
mitter that is uniformly distributed within[−dm, dm] are given
by

fS(s) =
1

dmp0

∫ dm

0

xα exp(−p−1
0 xαs)dx (3)

FS(s) = 1−
1

dm

∫ dm

0

exp
(

−p−1
0 xαs

)

dx (4)

To compute the probability of successfully receiving a
specific packet, we need to characterize the distribution of
the total interference. In Appendix A, we prove that the
distribution of the receive power is heavy-tailed with regularly
varying tail. As a result, the convolution of the pdf’s from all
the interference components converges very slowly. For ana-
lytical tractability, we will approximate the total interference
by the strongest interfering component, using the max-sum-
equivalence property [23], [24]. The following Lemma shows
the probability that a receiver successfully decodes a specific
packet in presence of interference.

Lemma 2: Consider a 1-D spatial network having Poisson
distributed nodes with meanλ, where each node independently
transmits a packet with probabilityc in any slot. Then,
the probability that a node at the origin decodes a packet
successfully from aspecific source node that is uniformly
distributed in[−dm, dm] is

Ps−spec =

∫

∞

zn0

P (succ|s) fS (s)ds, (5)

wherefS(s) is given by (3), andP (succ|s) is the probability
of successfully decoding a packet with receive powers from
the specific source in presence of interference, which is given
by

P (succ|s) = exp

(

−2λc

∫

∞

0

exp
(

−p−1
0 xα(s/z − n0)

)

dx

)

,

∀s ≥ zn0.
(6)

Proof: In Appendix B, Lemma 2 is proved after ap-
proximating the total interference by the strongest interfering
component, using the max-sum-equivalence property.

Now, we turn to a transmitter centric view and analyze
the expected number of nodes that receive a specific packet
transmission successfully, denoted as the broadcast reliability.

Theorem 1: Consider a 1-D network having Poisson dis-
tributed nodes with meanλ, where each node independently
transmits a packet with probabilityc in any slot. LetN be
the number of nodes that decode a packet originated from the
same transmission successfully, then the broadcast reliability
is

E[N ] =
1− c

c z1/α

(

1− exp

(

−2λc(p0/n0)
1/αΓ

(

1 +
1

α

)))

,

(7)

whereΓ(x) =
∫

∞

0 tx−1e−tdt is the Gamma function.
Proof: See Appendix C.

B. Broadcast Efficiency

Broadcast efficiencyU is the expected number of nodes to
which a source delivers its packets per unit time. We will first
show that the average number of nodes that a source delivers
packets to at a transmission opportunity is identical to the
probability that a node receives any packet successfully. When
applied to reception, the broadcast efficiency is the expected
number of packets that a node could receive successfully in
a unit time duration. In a large network, the carrier sensing
mechanism of each node reports channel status in its vicinity.
While nodes in the network operate asynchronously, for the
following result we assume a scenario whereby all the nodes
(upon performing carrier sensing) have concluded that the
channel is free at an instance.

The following corollary states the relationship between the
transmitter centric and receiver centric views.

Corollary 1: The probability that a node receives and de-
codes a packet successfully in a slot iscE[N ], which equals to
the expected number of nodes to which a transmitter delivers
its packet successfully at a transmission opportunity.

Proof: The probability that a node receives any packet
successfully can be empirically calculated by the ratio of the
total number of packets successfully delivered to the total
number of nodes:

lim
dm→∞

E[Number of delivered packets in[−dm, dm]]

E[Number of nodes in[−dm, dm]]
,

= lim
dm→∞

∞
∑

k=1

k(2λcdm)k

k!
·
exp (−2λcdm)E[N ]

2λdm
,

= cE[N ].

(8)

From Theorem 1,E[N ] is the expected number of nodes
that successfully receive and decode a packet from a specific
source (given that the source transmits), hencecE[N ] is the
number of nodes on average reached by a transmitter at a
transmission opportunity.

The time interval between 2 consecutive channel sensing
operations at a node can be much larger than the slot duration3

defined in the 802.11 standard. For analytical convenience,
we define a cycle as the (variable) time interval between 2
consecutive channel sensing operations. To evaluate broadcast
efficiency, we model a node to be in one of 3 states during

3For example, in IEEE 802.11p networks, a slot duration isTslot = 13
microseconds.
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Figure 2. A node is in one of 3 states (transmit, listen,
and idle) in a cycle with corresponding durationsTtx, Tlisten,
Tidle, and probabilitiesPtx, Plisten, Pidle.

a cycle: a) transmit, b) listen or c) idle, with correspond-
ing durationsTtx, Tlisten, and Tidle respectively (see Fig. 2).
When a node transmits a packet, the header occupiesTH

seconds, followed byL bit payload sent at channel data
rate R bits/second. Also, after each transmission, the node
waits for a predetermined distributed inter-frame space (DIFS)
time (TDIFS) before it senses the channel again for possible
next transmission. Similarly, detects channel busy upon carrier
sensing, it waits for the transmission to end4 and an additional
DIFS time before it senses the channel again. Finally, when
a node decides to not transmit a packet and senses that the
channel is idle, it waits for a fixed timeTslot before it makes
the decision again whether to transmit or not. Hence,

Ttx = TH + L/R+ TDIFS, (9)

Tlisten ≈ TH + L/R+ TDIFS, (10)

Tidle = Tslot. (11)

In the physical carrier sensing model [25], a node concludes
channel busy if the receive power is greater than a carrier
sensing thresholdpcs. Then the effective carrier sensing range5

is calculated bydcs =
(

p0

pcs

)1/α

Γ(1 + 1
α ). Due to the

spatial Poisson distribution, the average node populationin the
physical carrier sensing range is2λdcs. Then the probability
that a node transmits, receives, and is idle in a randomly
chosen cycle, are respectively:

Ptx = c, (12)

Pidle ≈ (1− c)2λdcs , (13)

Plisten = 1− Ptx − Pidle. (14)

The following theorem shows the broadcast efficiency.
Theorem 2: The expected number of nodes to which a

source could deliver its packets in a unit time duration in a
1-D broadcast wireless network is

U =
1− c

z1/α
·
1− exp

(

−2cλ (p0/n0)
1/α

Γ(1 + 1
α )
)

Ttx − (Ttx − Tslot) (1− c)2λdcs

. (15)

4Due to the hidden terminal problem, while a nearby node transmits a
packet, another nearby node may transmits another packet before the end of
the first transmission. Hence, in general, the listening time is longer than
transmission time. However, we will omit the hidden terminal problem in the
derivation.

5Due to fading, the carrier sensing range cannot be quantifiedby a constant
value in general; however, we simplify the model and consider only the
effective range.
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Figure 3. Broadcast efficiency as a function ofλp
1/α
0 .

Maximum efficiency is achieved atλp̂, wherep̂ is the optimal
transmission power.c = 0.05, pcs = 3n0.

Proof: By considering the expected duration of a ran-
domly chosen cycle, we can write the broadcast efficiency as

U(c, λ, p0, L) =
cE[N ]

PtxTtx + PlistenTlisten+ PidleTidle
. (16)

The result follows after substituting (9)-(11), and (12)-(13).
From Corollary 1, we see that broadcast efficiencyU is also

the average rate in packets per second that a node receives any
packets successfully. Hence,UL is the average data rate in
bits per second that a node successfully receives. As payload
size L increases, the average rate of successful reception in
packets per second at a node monotonically decreases. To favor
periodic heart beat message exchange in VANETs, a smaller
message size is preferred.

Next, the power control policy follows from the following
corollary.

Corollary 2: As a function of λp1/α0 , with all other
parameters fixed, the broadcast efficiency in a 1-D wireless
broadcast network has the following asymptotic bound:

lim
λp

1/α
0

→∞

U =
1− c

z1/α
·
1

Ttx
. (17)

When pcs > n0 and for sufficiently smallc, the optimal
transmission power̂p is given by:

(pcs/n0)
1/α

1− Tslot

Ttx

e−λη(p̂/n0)
1/α

− e−λη(p̂/pcs)
1/α

=
(

(pcs/n0)
1/α − 1

)

e
−λη

(

n
−1/α
0

+p−1/α
cs

)

p̂1/α

,

(18)

whereη = 2cΓ(1 + 1
α ).

Proof: Eq. (17) is immediate from (15), and (18) is
obtained by considering the first order necessary conditionfor
(15)6.

Eq. (15) as a function ofλp1/α0 , the asymptotic bound
from (17), and the value ofλp̂1/α are all plotted in Fig. 3
for two payload sizes. Theorem 2 and Corollary 2 together
show an important result forpower controlin VANET: with
all other system parameters fixed and node densityλ known,

6We use(1 − c)x ≈ e−cx for small c, since as will be shown later in
Sec. IV, the optimal transmission probability is a very small number.
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Figure 4. Tradeoff between broadcast reliability and efficiency
whenλ = 0.25, p0 = 10−5W, L = 256bits.

nodes should set broadcast powerp0 = p̂(λ). When node
density changes, the same (optimal) broadcast efficiency can
be achieved by scalingp1/α0 inversely withλ.

C. Theoretical Limit on Tradeoff between Broadcast Reliabil-
ity and Efficiency

Thus far, we explored broadcast reliability and efficiency
separately. We next capture their inter-relationship via the
achievable region (Region I) in Fig. 4 that shows the tradeoff
between the two factors. The maximum reliability is achieved
whenc → 0 (point A), which corresponds to

lim
c→0

E[N ] = 2λ

(

p0
zn0

)1/α

Γ

(

1 +
1

α

)

. (19)

This is the expected number of nodes that receive a specific
transmission when there is no multi-access interference. How-
ever, this comes at the expense of broadcast efficiency, as
almost all nodes refrain from transmitting. Asc increases,
the broadcast efficiency first increases due to an increase
in transmission rate, but it eventually decreases again due
to excessive interference. The broadcast reliability decreases
monotonically asc - hence the interference level - increases.
Any point in region I can be achieved through time-sharing
strategy. Forp-persistent CSMA protocol, a system should
operates on the line segment connecting points A and B.

IV. SYSTEM OPTIMIZATION

In the previous section, we investigated the tradeoff between
broadcast reliability and efficiency, and noted that a system
should operate on the line segment between points A and B in
Fig. 4. In this section, we focus on point B which corresponds
to the maximum broadcast efficiency, and study the optimal
probability of transmission for a system with known node
density, transmission power and payload size. Since VANET
topology is typically dynamic, we also consider the case
where the node density varies within some bounds. For such
networks, we provide a worst-case guaranteed strategy for de-
termining the probability of transmission that maintains near-
optimal broadcast efficiency over the range of node density
values.

0 0.05 0.1 0.15 0.2
1500

2000

2500

3000

3500

4000

4500

Transmission probability, c

B
ro

ad
ca

st
 e

ffi
ci

en
cy

 

 

λ=0.5
λ=0.05

Figure 5. Broadcast efficiency versus transmission probability
c, whenp0 = 10−5W, L = 256bits.

A. Optimal Transmission Probability

We assume that the node densityλ is known by all nodes.
In a vehicular network, such density may be estimated from
traffic surveillance cameras, and the result is broadcast toall
vehicles. With knownλ, the optimal transmission probability
ĉ can be readily obtained by applying the first order necessary
condition for stationary points of (15), which leads to the
following implicit equation:

(1− ĉ) 2λξe−2λĉξ −
(

1− e−2λĉξ
)

(1− ĉ) 2λξe−2λĉξ + (2λdcs − 1) (1− e−2λĉξ)

=

(

1−
Tslot

Ttx

)

(1− ĉ)2λdcs ,

(20)

where ξ = Γ
(

1 + 1
α

)

p
1/α
0 n

−1/α
0 . Eq. (20) allows explicit

computation of the optimal transmission probabilitŷc(λ)
that each node should adopt in order to achieve maximum
broadcast efficiency when node density is known. Note that
the optimal transmission probability is independent of the
decoding thresholdz, but is dependent on the carrier sensing
rangedcs. Eq. (15) is plotted in Fig. 5 versusc for different
vehicle density values. As Fig. 5 shows, both the optimal
transmission probabilitŷc and the absolute efficiency value
achieved at̂c vary as density changes. We use absolute value
in this figure to highlight the dependency of the maximal
efficiency on vehicle density. In Fig. 6,̂c(λ) derived from
(20) is plotted as a function of vehicle density. The optimal
transmission probabilitŷc(λ) is monotonically decreasing,
implying smaller transmission probability for networks of
higher density. However, the optimal transmission probability
does not scale inversely proportional to the node density.

B. Worst-Case Guaranteed Transmission Probability

We now assume that it is impossible to estimate and
distribute the node density accurately to the nodes in the
network. Rather, only loose lower and upper bounds of the
density0 ≤ λ1 ≤ λ ≤ λ2 are known. We seek a transmission
probability that performs as close to the optimal broadcast
efficiency as possible for any actual node density within the
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Figure 6. Optimal transmission probabilitŷc(λ) as a function
of λ, whenp0 = 10−5W, L = 256 bits.

bounds. Hence,

ĉ(λ1, λ2) = argmax
c

min

{

U(c, λ)

U(ĉ(λ), λ)
: ∀λ ∈ [λ1, λ2]

}

.

(21)
where 0 ≤ U(c,λ)

U(ĉ(λ),λ) ≤ 1 is the normalized broadcast
efficiency, which measures the efficiency with respect to what
is optimally achievable. Note that the optimal transmission
probability at exact node densityλ is ĉ(λ) = ĉ(λ, λ).

From the optimal result (Fig. 6), we know that the optimal
transmission probability decreases as a function ofλ, and it
can be shown that the broadcast efficiency decreases mono-
tonically as the transmission probability deviates from the
optimal value for a given node density. Hence, the worst-case
guaranteed transmission probability can be obtained by simply
considering the intersection of U(c,λ1)

U(ĉ(λ1),λ1)
and U(c,λ2)

U(ĉ(λ2),λ2)
.

This leads to the following implicit equation:
(

1− e−2λ2ξĉ(λ1,λ2)
)

(

1−
(

1− Tslot
Ttx

)

(1− ĉ(λ1, λ2))
2λ1dcs

)

(

1− e−2λ1ξĉ(λ1,λ2)
)

(

1−
(

1− Tslot
Ttx

)

(1− ĉ(λ1, λ2))
2λ2dcs

)

=
U (ĉ(λ2), λ2)

U (ĉ(λ1), λ1)
.

(22)

The equipotential surface of the normalized worst-case
guaranteed broadcast efficiency is plotted in Fig. 7 for a wide
range ofλ1 andλ2. Even when the lower and upper bounds
of the node density differ by an order of magnitude,the worst-
case guaranteed solution is at least 95% of what is optimally
achievableunder the current parameter settings. Note that
while the broadcast efficiency remains high, the worst-case
guaranteed solution has an impact on broadcast reliability.
Specifically, if the true density is closer to the upper bound,
the worst-case guaranteed solution would be more aggressive
than the optimal. As a results, each transmission reaches less
number of neighboring nodes.

V. CONGESTIONCONTROL

Thus far, we have established the worst-case guaranteed
transmission probability, and in the limit case the optimal
transmission probability, given a range of possible node den-
sity values. The transmission probability for 802.11 MAC
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Figure 7. Contour lines of the normalized worst-case broad-
cast efficiency on theλ1 − λ2 plane.

protocol [26] is known to be related to the (fixed and/or
variable) size of the contention window that is used to regulate
channel access by nodes [18] [19]. For example, a packet at
the head of the MAC layer queue uniformly chooses a back-
off timer value between[0,W − 1], and the packet is only
transmitted after the node senses a sufficient amount of chan-
nel inactivity. Typically, for unicast where data link control is
based on receipt of acknowledgements, the contention window
size is increased in response to loss of any acknowledgement.
However, for broadcast mode in 802.11, there does not exist
any feedback mechanism for nodes to detect a collision. In
fact, the contention window size is a predetermined fixed value
according to the packet class in 802.11 EDCA or 802.11p for
broadcast packets. More relevantly for the VANET context,
the contention window size does not change according to
node densityλ, transmission powerp0, and payload sizeL.
Hence, as the node density changes in a dynamic network, the
broadcast efficiency may suffer drastically if the contention
window size is set incorrectly.

In this section, we offer congestion control mechanisms that
may be used to regulate the channel access probability for
a node. First, we propose directly changing the contention
window size; however this would require changes to the
802.11p standard and is not generally recommended. Alter-
natively, as per Fig. 8, we propose to insert the Congestion
Control Layer above the short message protocol standard
(such as WAVE Short Message Protocol (WSMP) layer in
the WAVE communication protocol stack [8]). The new con-
gestion control layer is similar to the transmission control
protocol (TCP) layer for Internet Protocol (IP) traffic. But
unlike TCP, it is not connection oriented; rather, it regulates
broadcast traffic on the control channel without observing any
acknowledgements. In one solution, the congestion control
layer receives signalling information from the MAC layer,
and uses that to regulate access probability of outgoing traffic.
Alternately, the congestion control algorithm may regulate the
outgoing traffic without any input from the MAC layer.

A. Direct MAC Layer Congestion Control

From [18] [19], c = 2
W+1 is the relationship between the

outgoing packet probabilityc and the fixed contention window
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sizeW for broadcast packets. Letĉ(λ1, λ2) be the worst-case
guaranteed transmission probability, then the corresponding
worst-case guaranteed contention window sizeŴ (λ1, λ2) is
given by

Ŵ (λ1, λ2) =

⌈

2

ĉ (λ1, λ2)
− 1

⌉

, (23)

where⌈·⌉ is the ceiling function.

B. Congestion Control Layer with MAC Signaling

Direct manipulation of the contention window size in MAC
layer is sometimes not feasible. Instead, we design a con-
gestion control layer, a practical solution which minimizes
the interaction with MAC layer to retain MAC’s integrity.
Fig. 8 shows the congestion control layer in relations to the
other elements in a WAVE communication protocol stack. We
see that the congestion control layer is analogous to TCP,
except that it regulates broadcast traffic that is sent to the
short message layer. An additional queue is implemented in the
congestion control layer in addition to the MAC layer queue,
and a control interface between the congestion control layer
and MAC layer is optional.

The desired transmission probabilitŷc(λ1, λ2) at every
transmission opportunity is derived in (21). However, the
transmission opportunity occurs at irregular time interval,
depending on whether the node is transmitting a packet, and
whether there are any ongoing nearby transmissions. With
MAC signaling, the congestion control layer learns when the
MAC layer senses a channel idle, and when a packet is
transmitted. It stores all packets in its queue, and sends a
packet to the short message layer with probabilityq at every
transmission opportunity. To achieve the effective transmission
probability ĉ(λ1, λ2), the congestion control layer should set

q =

{

2ĉ(λ1,λ2)
2−ĉ(λ1,λ2)(W−1) , ĉ(λ1, λ2) ∈ [0, 2

W+1 ),

1, ĉ(λ1, λ2) ∈ [ 2
W+1 , 1].

(24)

This collaborative transmission control operation is summa-
rized below in Alg. 1.

Algorithm 1 Packet transmission control with MAC signaling:
1: Calculateĉ = ĉ(λ1, λ2) using (21).
2: if ĉ < 2

W+1
then

3: Send down a packet with probability 2ĉ
2−ĉ(W−1)

when MAC signals
a new transmission opportunity;

4: else
5: Always send down a packet when MAC signals a new transmission

opportunity;
6: end if

C. Congestion Control Layer without MAC Signaling

Without MAC signaling, congestion control effectively be-
comes a rate control problem. The congestion control layer
may simply controls the rate at which packets are sent to
the short message layer using vehicle density information.
Specifically, the desired transmission data rate in packetsper
second is a function of node densityλ:

ρ (λ) =
ĉ(λ)

Ttx − (Ttx − Tslot) (1− ĉ(λ))2λdcs

. (25)

Queue
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Figure 8. Congestion control layer in a WAVE based
communication protocol stack.

VI. SIMULATION

We simulate a 1-D vehicular network using parameters (Ta-
ble I) from WAVE/802.11p standards. Various vehicle densities
and contention window sizes are evaluated. The simulation is
conducted using ns-2 [27], with improved wireless channel,
physical layer and MAC layer abstractions from the patch
provided by [28]. The underlying physical layer monitors
the accumulated interference level and adopts a SINR based
capture model for packet reception. The contention window
operations closely follow the IEEE 802.11p standard. This
simulator has been widely used in VANET simulations [10]–
[12], [29]. Furthermore, the hidden terminal effect existsin all
simulations.

Fig. 9 plots the simulated normalized broadcast efficiency
U

U(ĉ(λ)) and (15), when accurate vehicle density is known. As
we can see, the optimal contention window size matches well
with the simulation result. Without normalization to the max-
imum value, we find that the simulated broadcast efficiency
is generally less than the theoretical value. This is because
the theoretical analysis approximates the total interference by
the strongest interfering component and assumes synchronicity
of transmission opportunities, both are optimistic assumptions
that over-estimates the efficiency. Nonetheless, the theoretical
result accurately predicts the optimal contention window size,
which is valuable for system designers.

In Fig. 10, we consider a wide range of vehicle densities
λ ∈ {0.05, 0.25, 0.5} (veh/m), which corresponds to mean

Table I
SIMULATION PARAMETERS

Parameter Value

Central frequency 5.890Ghz
Channel bandwidth 10Mhz
Channel data rate 3Mbps
Channel model Rayleigh fading
Path loss 4
Modulation scheme BPSK
Capture threshold for BPSK 5dB
Slot time 13us
Header duration 40us
Symbol duration 8us
SIFS 32us
Data packet size 51Bytes
Transmission power 1e-5Watt
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Figure 9. Normalized broadcast efficiency from analysis and
simulation when densityλ = 0.5.

inter-vehicle spacing of8, 40 and80 (m) on a 4-lane freeway.
The maximum (absolute) broadcast efficiency, as a function of
vehicle density, is unknown to individual vehicles due to inac-
curate density knowledge. However, for worst-case guaranteed
performance, the system sets the contention window sizeW
so to maximize the normalized broadcast efficiency over a
range of possible vehicle densities. For the given parameters,
the worst-case guaranteed solution forλ ∈ {0.05, 0.5} should
setW = 85, which is the cross-over point of the curves for
λ = 0.05 and λ = 0.5. At W = 85, if the true density
is λ = 0.05, we see from the simulation result that, while
the chosen contention window is larger than optimal value,
the broadcast efficiency is still 96% of the optimal efficiency
that is achievable for systems withλ = 0.05. On the other
hand, if the true density isλ = 0.5, while W = 85 is
lower than the would-be optimal value, the system is achieving
95% of the optimal broadcast efficiency. If the system can
further decides betweenλ ∈ [0.25, 0.5] (urban scenario) and
λ ∈ [0.05, 0.25] (rural scenario), then 97% and 99% of the
optimal performance can be guaranteed, respectively.

From Fig. 9 and 10, we observe a mismatch of simulated
and analytical efficiency results when contention window size
is far from the optimal; this effect is particularly pronounced
when the vehicle density is small. Part of this discrepancy is
a simulation artifact for low vehicle density, as it requires a
longer simulation interval than we have used.

VII. C ONCLUSION

In this paper, we introduced broadcast reliability that mea-
sures the average number of nodes that receive a specific
packet transmission successfully, and broadcast efficiency that
measures the average rate at which nodes receive any broadcast
packets successfully. We analyzed behavior in a Rayleigh fad-
ing channel, and validated its accuracy using ns-2 simulations.
The analysis provides the following fundamental results: (1) an
achievable region and consequent tradeoff between broadcast
reliability and efficiency; (2) a power control policy as a
function of node density; (3) complete characterization ofthe
optimal transmission probability as a function of node density,
transmission power, packet length and other VANET system
parameters; and (4) a worst-case guaranteed transmission
strategy for nodes with high mobility that shows near-optimal
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Figure 10. Normalized broadcast efficiency for a wide range
of densities from analysis and simulation.

broadcast efficiency (95% of optimal efficiency in simulation)
can be achieved.

APPENDIX A
PROOF OF THE RECEIVE POWER’ S HEAVY-TAIL PROPERTY

A distribution is said to have a regularly varying tail
with index γ ≥ 0 if and only if its cdf F (x) satisfies

lim
x→∞

1− F (xy)

1− F (x)
= y−γ for anyy > 0. From (4), we have the

cdf FS(s) of the receive powerS from a single transmitter
that is uniformly distributed in [-dm, dm]. We first change the
variable in (4) usingt = p−1

0 xαs,

FS(s) = 1− d−1
m α−1p

1/α
0 s−1/α

∫ p−1

0
sdα

m

0

t−1+1/αe−tdt.

(26)
Then we apply (26) to the heavy tail definition,

lim
x→∞

1− FS(xy)

1− FS(x)
= lim

x→∞

(xy)−1/α

x−1/α
·

∫ p−1

0
xydα

m

0
t−1+1/αe−tdt

∫ p−1

0
xdα

m

0 t−1+1/αe−tdt

= y−1/α.
(27)

Hence, we have proved that the distribution of the receive
power is heavy-tailed, and has a regularly varying tail with
index 1

α .

APPENDIX B
PROOF OFLEMMA 2

In the receiver centric view, we first consider the distribution
of the interference power heard by the reference receiver atthe
origin. From (3) and (4), it can be shown that the distribution
of the receive power from a single transmitter is heavy-tailed
with regularly varying tail. Hence, for analytical tractability,
we will approximate the total interference by the strongestin-
terfering component, using the max-sum-equivalence property
[23], [24]. Let K1 be the number of transmitting nodes in
[−dm, dm], thenK1 is a poisson random variable with mean
2λcdm due to Poisson’s splitting property. For a given valuek1
of the random variableK1, the cdf of maximum interference
is thus given by the largest order statistic ofFS(s) over a
population size ofk1, which equals to(FS(s))

k1 .
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Now, consider a specific packet that is received with signal
power s ≥ z n0, we compute the conditional probability of
receiving this packet successfully based on received SINR,

P (succ|s)

= lim
dm→∞

∞
∑

k1=0

(2λcdm)k1

k1!
e−2λcdm Pr

(

k1
∑

i=1

Ii ≤ z−1s− n0

)

,

≈ lim
dm→∞

∞
∑

k1=0

(2λcdm)
k1

k1!
e−2λcdm

· Pr
(

max{I1, I2, · · · , Ik1
} ≤ z−1s− n0

)

,

= lim
dm→∞

∞
∑

k1=0

(2λcdm)
k

k1!
e−2λcdm

(

FS(z
−1s− n0)

)k1

,

= lim
dm→∞

exp
(

−2λcdm
(

1− FS(z
−1s− n0)

))

,

= exp

(

−2λc

∫

∞

0

exp
(

−p−1
0 xα(z−1s− n0)

)

dx

)

.

(28)

In step 2, the approximation follows from the max-sum-
equivalence property of heavy-tailed distribution. Finally,
eq. (5) follows from Lemma 1, noting that the pdf of the
receive power of the specific packet from the source is simply
fS(s), and a successful packet reception requires a minimum
received signal power ofz n0.

APPENDIX C
PROOF OFTHEOREM 1

In the transmitter centric view, we place a reference
transmitting node at the original, and consider the region
[−dm, dm]. Conditioned on a transmission by the reference
node, a node in the considered region has probability1− c of
listening to this transmission. Due to Poisson’s splittingprop-
erty, the number of listening nodes in the considered region
K2, is a Poisson random variable with mean2λ(1 − c)dm.
Condition on the knowledge ofK2, these listening nodes
are uniformly distributed in the considered region. Hence,
Ps-spec in Lemma 2 shows the probability of that a listening
node receives the packet successfully from the reference node.
Hence, the expected number of nodes that can successfully
receive and decode a specific packet from the reference node
is derived in (29). In the last step, we use approximation
z−1s − n0 ≈ z−1s. The result follows after performing
integration by parts and simplification.
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E[N ] = lim
dm→∞

EK2
[K2Ps-spec]

= lim
dm→∞

2λ(1− c)dmPs−spec

= 2λ(1 − c)

∫

∞

zn0

(
∫

∞

0

p−1
0 dα exp(−p−1

0 dαs)dd

)

exp

(

−2λc

∫

∞

0

exp
(

−p−1
0 dα(z−1s− n0)

)

dd

)

ds

= 2λ(1 − c)

∫

∞

zn0

p
1/α
0

1

α
Γ

(

1 +
1

α

)

s−1−1/α exp

(

−2λc
(

z−1s− n0

)

−1/α
p
1/α
0

1

α
Γ

(

1

α

))

ds

≈ 2λ(1 − c)

∫

∞

zn0

p
1/α
0

1

α
Γ

(

1 +
1

α

)

s−1−1/α exp

(

−2λcz1/αp
1/α
0 Γ

(

1 +
1

α

)

s−1/α

)

ds.

(29)
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