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Abstract—There exist a variety of ways to represent3D
content, including stereo and multiview video, as ell as frame-
compatible and depth-based video formats. There aralso a
number of compression architectures and techniquethat have
been introduced in recent years. This paper providean overview
of relevant 3D representation and compression formta. It also
analyzes some of the merits and drawbacks of thedermats
considering the application requirements and constints imposed
by different storage and transmission systems.

Index Terms—3D video, compression, depth, digital television,
frame-compatible, multiview, stereo.

|I. INTRODUCTION

I T has recently become feasible to offer a compeltiBg
video experience on consumer electronics platfadoes to
advances in display technology, signal processng, circuit
design. Production of 3D content and consumereésten 3D
has been steadily increasing, and we are now \gitmgsa
global roll-out of services and equipment to sup@® video
through packaged media such as Blu-ray Disc andugfir
other broadcast channels such as cable, terrestrainels,
and the Internet.

A central issue in the storage and transmission3Df

given in Section IV. In Section V, the distributiarf 3D
content through packaged media and transmissioh beil
discussed. Concluding remarks are provided in Gedti.

[I. 3D REPRESENTATIONFORMATS

This section describes the various representationéts for
3D video and discusses the merits and limitatiohsazh in
the context of stereo and multiview systems. A carafive
analysis of these different formats is provided.

A. Full-Resolution Stereo and Multiview Representations

Stereo and multiview videos are typically acquirad
common HD resolutions (e.g., 1920x1080 or 1280xfadh
distinct set of viewpoints. In this paper, we refeisuch video
signals as full-resolution formats. Full-resolutiomultiview
representations can be considered as a referetatergeto
representation formats that have a reduced spati@mporal
resolution, e.g., to satisfy distribution consttajn or
representation formats that have a reduced viewlutsn,
e.g., due to production constraints. It is noteat ttnere are
certain cameras that capture left and right imagédwlf of the
typical HD resolutions. Such video would not be sidered
full-resolution for the purpose of this paper.

In the case of stereo, the full-resolution represém (Fig.

content is the representation format and compressia) basically doubles the raw data rate of conveafisingle

technology that is utilized. A number of factors shibe
considered in the selection of a distribution forméhese
factors include available storage capacity or badtiwplayer
and receiver capabilities, backward compatibilityinimum
acceptable quality, and provisioning for futureveses. Each
distribution path to the home has its own uniqugiiiements.
This paper will review the available options for 3ntent
representation and coding, and discuss their
applicability in several distribution channels oférest.

The rest of this paper is organized as follows.tiSecll
describes 3D representation formats. Section lidcdbes

view video. For multiview, there is an N-fold inase in the
raw data rate for N-view video. Efficient compressbf such
data is a key issue and will be discussed furtheBéction
1.B.

B. Frame-Compatible Representations
To facilitate the introduction of stereoscopic s$ezg

usg dfirough the existing infrastructure and equipmengame-

compatible formats have been introduced. With docimats,
the stereo signal is essentially a multiplex oftthe views into
a single frame or sequence of frames. Typicallg, I8t and

various architectures and techniques to compregsethright views are sub-sampled and interleaved intsirgle

different representation formats, with performaesaluation
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frame.

There are a variety of options for both the subgdang and
interleaving. For instance, the two views may lieeried and
decimated horizontally or vertically and storedairside-by-
side or top-and-bottom format, respectively. Terapor
multiplexing is also possible. In this way, thetlahd right
views would be interleaved as alternating framedi@ds.
These formats are often referred to as frame sd¢igliemd
field sequential. The frame rate of each view maydduced
so that the amount of data is equivalent to that sihgle view.
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Fig. 1: Full Resolution (top) and Frame Compatitblettom)
representations of stereoscopic videos.

Specifically, the well-known 2D plus depth format a
illustrated in Fig. 2 is specified by this standdtds noted that
this standard does not specify the means by wiiehdepth
information is coded, nor does it specify the melaysvhich
the 2D video is coded. In this way, backward conbay to
legacy devices can be provided.

Fig. 2: 2D plus depth representation.

The main drawback of the 2D plus depth format & this
only capable of rendering a limited depth range amag not

Frame-compatible video formats can be compresséd Wipecifically designed to handle occlusions. Alderen signals

existing encoders, transmitted through existingnoles, and
decoded by existing receivers and players. Thisndbr
essentially tunnels the stereo video through egstiardware
and delivery channels. Due to these minimal chansteseo
services can be quickly deployed to capable displasich
are already in the market. The corresponding siggahat
describes the particular arrangement and othebutis of a
frame-compatible format are discussed further ictiSe 1. A.

The obvious drawback of representing the stereonasion
this way is that spatial or temporal resolution lgobe lost.
However, the impact on the 3D perception may bédinand
acceptable for initial services. Techniques to mxtérame-
compatible video formats to full resolution havsaatecently
been presented [13], [14] and are briefly reviewedection
l.B.

C. Depth-based Representations

Depth-based representations are another importass$ of
3D formats. As described by several researcher$ (1173,
depth-based formats enable the generation of Viniews
through depth-based image rendering (DBIR) techesqihe
depth information may be extracted from a stereo pg
solving for stereo correspondences [18] or obtaidedctly
through special range cameras [19]; it may alsarb&herent
part of the content, such as with computer gendratagery.
These formats are attractive since the inclusiondepth
enables a display-independent solution for 3D #wiports
generation of an increased number of views, whicy toe
required by different 3D displays. In principlejstiormat is
able to support both stereo and multiview displays] also
allows adjustment of depth perception in stereopldis
according to viewing characteristics such as disgiae and
viewing distance.

ISO/IEC 23002-3 (also referred to as MPEG-C Part
specifies the representation of auxiliary video
supplemental information. In particular, it enabkgnaling
for depth map streams to support 3D video appboati

are not easily accessible by this format, i.e.girers would be
required to generate the second view to drive restdisplay,
which is not the convention in existing displays.

To overcome the drawbacks of the 2D plus depth dibrm
while still maintaining some of its key merits, MBHs now in
the process of exploring alternative representdtiomats and
is considering a new phase of standardization. tahgets of
this new initiative are discussed in [20]. The chijes are:

« Enable stereo devices to cope with varying displpgs

and sizes, and different viewing preferences. This

includes the ability to vary the baseline distarioe
stereo video so that the depth perception experitby
the viewer is within a comfortable range. Such atuee
could help to avoid fatigue and other viewing
discomforts.

» Facilitate support for high-quality auto-stereoscop
displays. Since directly providing all the necegsaews
for these displays is not practical due to productnd
transmission constraints, the new format aims @bkn
the generation of many high-quality views fromrailed
amount of input data, e.g. stereo and depth.

A key feature of this new 3D video (3DV) data fotrisato
decouple the content creation from the display ireqents,
while still working within the constraints imposeby
production and transmission. The 3DV format aimeribance
3D rendering capabilities beyond 2D plus depth.oAldis
new format should substantially reduce the rataiireqents
relative to sending multiple views directly. Thesguirements
are outlined in [21].

I1l. 3D COMPRESSIONFORMATS

The different coding formats that are being depibge are
3)nder development for storage and transmissioresystare

andeviewed in this section. This includes formatst tmake use

of existing 2D video codecs, as well as formatshvetbase
view dependency. Finally, depth-based coding tepres are
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also covered with a review of coding techniquesctigeto
depth data, as well as joint video/depth codingstds.

A. 2D Video Codecswith Sgnaling

1) Smulcast of Stereo/Multiview

The natural means to compress stereo or multivideovis
to encode each view independently of the other, aging a
state-of-the-art video coder such as H.264/AVC [Ihis
solution, which is also referred to as simulcaskepgs

computation and processing delay to a minimum since

dependencies between views are not exploitedsdt ahables
one of the views to be decoded for legacy 2D displa

The main drawback of a simulcast solution is thadilg
efficiency is not maximized since redundancy betweiews,
i.e., inter-view redundancy, is not considered. ldaeev, prior
studies on asymmetrical coding of stereo, whereig/ af the
views is encoded with less quality, suggest thdtstntial
savings in bit rate for the second view could bkieed. In
this way, one of the views can be low pass filteretbre
coarsely quantized than the other view [8], or cbaéth a
reduced spatial resolution [9], yielding an imp@tdae
impact on the stereo quality. However, eye fatigoeld be a
concern when viewing asymmetrically coded video lfiorg
periods of time due to unequal quality to each &yleas been
proposed in [10], [11] to switch the asymmetricalding

quality between the left-eye and right-eye viewewla scene

change happens to overcome this problem. Furthety s

needed to understand how asymmetric coding appbes

multiview video.

2) Frame-Compatible Coding with SEI Message

pictures are not only predicted from temporal refee
pictures, but also from inter-view reference pietias shown
in Fig. 3. The concept of inter-view prediction, disparity-
compensated prediction, was first developed in1i®&0s [2]
and subsequently supported in amendments of the GAPE
standard [3]-[6]. Most recently, the H.264/AVC stand has
been amended to support Multiview Video Coding (MVVQ.

A few highlights of the MVC standard are given helavhile
a more in-depth overview of the standard can badadn [7].

Sz

Ss

Sy

Fig. 3: Typical MVC picture coding structure

In the context of MVC, inter-view prediction is died
through flexible reference picture management thgat
supported by the standard, where decoded pictuwes dther
views are essentially made available in the referapicture
lists. Block-level coding decisions are adaptiveaslock in a
particular view may be predicted by a temporal nefee,
while another block in the same view can be predidity an
inter-view reference. With this design, decodingduies are
not necessarily aware of whether a reference mciara

Frame-compatible signals can work seamlessly withi¢mporal reference or an inter-view reference pectu

existing infrastructures and already deployed videooders. ~ Another important feature of the MVC design is the
In an effort to better facilitate and encourageirtaeloption, Mandatory inclusion of a base view in the compmsse
the H.264/AVC standard introduced a new Supplenhentﬁ‘U“'V'eW stream that could be easily extracted dedoded
Enhancement Information (SEI) message [1] that lesab for_2D viewing;this_ base layer stream is identfley the NAL
signaling of the frame packing arrangement usedhiwihis Unit type syntax in H.264/AVC. In terms of syntathe
SEl message one may signal not only the frame-pgckis_ta”dard only requires small changes to h|gh-Iey£_tIax, e.g.,
format, but also other information such as the dmgp View dependency needs to be known for decodingeSine
relationship between the two views and the vieneommong Standard does not require any changes to lowet-veax,
others. By detecting this SEl message, a decoder dgplementations are not expected to require sigaifi design

immediately recognize the format and perform sugtab changes in hardware relative to single-view AVCaigag.
processing, such as scaling, denoising, or colondd As with simulcast, non-uniform rate allocation abalso be

conversion, according to the frame-compatible farma&onsidered across the different views with MVC. j8ative

specified. Furthermore, this information can be duge 9uality of this type of coding is reported in seatiV.A.

automatically inform a subsequent device, e.g.spldy or a
receiver, of the frame-compatible format used byrapriately
signaling this format through supported interfasash as the
High-Definition Multimedia Interface (HDMI) [10].

2) Frame-Compatible Video as a Base View

As mentioned in section II.B, although frame-conigat
methods can facilitate easy deployment of 3D sesvio the
home, they still suffer from a reduced resolutiand therefore
reduced 3D quality perception. Recently, severahous that
can extend frame-compatible signals to full resofuthave

1) 2D Video asa Base View been proposed. These schemes ensure backwardstitmiitypa

To improve coding efficiency of multiview video, #o with already deployed frame-compatible 3D servioshijle
temporal redundancy and redundancy between views, ipermitting a migration to full-resolution 3D sergik
inter-view redundancy, should be exploited. In thigy, One of the most straightforward methods to achibigis

B. Sereo/Multiview Video Coding
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by leveraging existing capabilities of the ScalaMa&eo
Coding (SVC) extension of H.264/AVC [1]. For exammpl
spatial scalability coding tools can be used tdestze lower
resolution frame-compatible signal to full resodmti This
method, using the side-by-side arrangement as amge, is
shown in Fig. 4. An alternative method, also basedSVC,
utilizes a combination of both spatial and tempailability
coding tools. Instead of using the entire frame $patial
scalability, only half of the frame relating to iagle view, i.e.,

viewp, is upconverted using region-of-interest basediapa

scalability. Then, the full resolution second viewan be
encoded as a temporal enhancement layer (Fig. 5).

Base
Layer

Enhancement
Layer

Fig. 4: Full resolution frame-compatible deliversing SVC and
spatial scalability.

Vo k { Vo k * Vo ‘
N\ N\

L J L J J

tha th thea

Base
Layer

Enhancement
Layer O

Enhancement
Layer 1

Fig. 5: Full resolution frame-compatible deliversing SVC and a
combination of spatial and temporal scalability.

This second method somewhat resembles the codinggs
used in the MVC extension since the second vieabig to
exploit both temporal and inter-view redundancy.wdwver,
the same view is not able to exploit the redundanthiat may
exist in the lower resolution base layer. This rmodth
essentially sacrifices exploiting spatial correatin favor of
inter-view correlation. Both of these methods hate
limitation that they may not be effective for maemplicated
frame-compatible formats such as side-by-side ftsrbased
on quincunx sampling or checkerboard formats.

MVC could also be used, to some extent, to enhance

frame-compatible signal to full resolution. In peutar,
instead of low-pass filtering the two views priordecimation
and then creating a frame-compatible image, one apafy a
low-pass filter at a higher cut-off frequency ort @pply any
filtering at all. Although this may introduce sonmainor
aliasing in the base layer, this provides the gbith enhance
the signal to a full or near-full resolution with anhancement
layer consisting of the complementary samples iugato

those of the base layer. These samples may hawesba#arly
filtered and are packed using the same frame-cabipat
packing arrangement as the base layer.

The advantage of this method is that one can addily
exploit the spatial redundancies that may now exitveen
the base and enhancement layer signals, resuftisigry high
compression efficiency for the enhancement layedirgp
Furthermore, existing implementations of MVC hardsva
could easily be repurposed for this applicationhwiinor
modifications in the post-decoding stage.

An improvement over this method that tries to farth
exploit the correlation between the base and ermdment
layer, was presented in [13]. Instead of directipsidering the
base layer frame-compatible images as a refereficéheo
enhancement layer, a new process is introduceditbipre-
filters the base layer picture given additionabinfiation that
is provided within the bitstream (Fig. 6). This pess
generates a new reference from the base layeh#samuch
higher correlation with the pictures in the enhanest layer.

Views (Ba}ve layer)

Fra

3D .
ReMUX F—>  View,

3D Ref.
Processor
(RPU)

3D .
ReMUX [T View;

L

Fig. 6 Enhanced MVC architecture with referencecpssing,
optimized for frame-compatible coding.

A final category for the enhancement of frame-cotibye
signals to full resolution considers filter-bankei methods
[13]. Essentially, the base and enhancement lay@r&in the
low and high frequency information, respectivelyheT
separation is done using appropriate analysisrdilia the
encoder, whereas the analogous synthesis filtarsheaused
during reconstruction at the decoder.

All of these methods have clear benefits and drakdand
it is not yet clear which method will be finally @gted by the
industry. The coding efficiency of these differem¢thods will
be analyzed in section IV.B.

C. Depth-based 3D Video Coding

In this subsection, advanced techniques for codiegth
information are discussed. Methods that considdimgpdepth
and video information jointly or in a dependent vag also
considered.

1) Advanced Depth Coding

For monoscopic and stereoscopic video content, lyhigh
optimized coding methods have been developed pastesl in
the previous subsections. For depth-enhanced 3[®ovid
formats, specific coding methods for depth data yiedd high
compression efficiency are still in the early stagef
investigation. Here, the different characteristafsdepth in
comparison to video data must be considered. Ahdsighal
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mainly consists of larger homogeneous areas insitene
objects and sharp transitions along boundariesdmtwbjects
at different depth values. Therefore, in the fremyespectrum
of a depth map, low and very high frequencies amidant.
Video compression algorithms are typically designied
preserve low frequencies and image blurring ocdéarshe
reconstructed video at high compression rates.ohtrast to
video data, depth maps are not reconstructed fectdisplay
but rather for intermediate view synthesis of tidew data. A
depth sample represents a shift value for colorptsnfrom
original views. Thus, coding errors in depth mapsutt in
wrong pixel shifts in synthesized views. Especiadlipng
visible object boundaries, annoying artifacts magcu.
Therefore, a depth compression algorithm needsrésepve
depth edges much better than current coding metbiocts as
MVC.

Nevertheless, initial coding schemes for depth-arobd 3D
video formats used conventional coding schemesh ag

AVC and MVC, to code the depth [24]. However, such 8

schemes did not limit their consideration of codipglity to
the depth data only when applying rate-distortiptiroization
principles, but also on the quality of the finajnthesized
views. Such methods can also be combined with edgee
synthesis algorithms, which are able to suppressesof the
displacement errors caused by depth coding with M¥1,
[32]. In order to keep a higher quality for the themaps at the

same data rate, down-sampling before MVC encodiag w o 20 a0 6w 800

introduced in [29]. After decoding, a non-linear-sgmpling
process is applied that filters and refines edgesed on the
object contours in the video data. Thus, importadge
information in the depth maps is preserved. A simdrocess
is also followed in [33] and [25],
decompositions are applied. For block-based codiathods,
platelet coding was introduced for depth compresgks].

Here, occurrences of foreground/background bouedaaie
analyzed block-wise and approximated by simpleredmn
functions. This can be investigated hierarchically., starting
with a linear approximation of boundaries in largércks and
refining the approximation by subdividing a blocking a
guadtree structure. Finally, each block with a laug

contains two areas, one that represents the faradrdepth
and the other that represents the background ddjtbse
areas can then be handled separately and the appter
depth edge information is preserved.

In contrast to pixel-based depth compression methad
conversion of the scene geometry into computer tgcap
based meshes and the application of mesh-basedressign
technology was described in [23].

2) Joint Video/Depth Coding

Besides the adaptation of compression algorithmshéo
individual video and depth data, some of the blieslel
information, such as motion vectors, may be simidarrboth
and thus can be shared. An example is given in. [B8]
addition, mechanisms used in scalable video codeny be
applied, where a base layer was originally usedafdower

where wavelet

quality version of the 2D video and a number ofartement
layers were used to provide improved quality versiof the
video. In the context of multiview coding, a refiece view is
encoded as the base layer. Adjacent views are iessped
onto the position of the reference view and theidred
between both is encoded in further enhancementdaye

Other methods for joint video and depth coding with
partially data sharing, as well as special codeahniques for
depth data, are expected to be available soon deroto
provide improved compression in the context of iiegv 3D
video format that is anticipated. The new format not only
require high coding efficiency, but it must alscable good
subjective quality for synthesized views that cobokdused on
a wide range of 3D displays.

Ballroom

—F-H- - -4 - - -

" | —~Simulcast |
= MVC ]

1400 1600

1000 1200 1800

PSNR (db)

—— Simulcast

= MvC —
| |

0 200 400 600 800
Bitrate (Kb/s)

1000

1200 1400 1600

Fig. 7: Sample coding results for Ballroom and Rasequences;
each sequence includes 8 views at VGA resolution.

IV. PERFORMANCECOMPARISONS& EVALUATION

A. MVC versus Smulcast

It has been shown that coding multiview video with
inter-view prediction can give significantly betteesults
compared to independent coding [33]. A comprehensat of
results for multiview video coding over a broadgearof test
material was also presented in [34]. This studydusiee
common test conditions and test sequences spedaifi§8b],
which were used throughout the MVC development. For
multiview video with up to 8 views, an average d%
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reduction in bit rate relative to the total simdtait rate was
reported with equal quality for each view. All dfet results
were based on the Bjontegaard delta measuremedijt$ig. 7
shows sample rate-distortion (RD) curves comparthg
performance of simulcast coding with the perforngan€ the
MVC reference software. In other studies [37], sarage bit-
rate reduction for the second (dependent) viewypical HD
stereo movie content of approximately 20-30% wasired,
with a peak reduction up to 43%. It is noted thheé t
compression gains achieved by MVC using the stemms
movie content, which are considered professional ddi@lity
and representative of entertainment quality videg
consistent with gains reported earlier on the M¥& set [35].

A recent study of subjective picture quality foetMVC
Stereo High Profile targeting full-resolution HDesto video
applications was presented in [38]. For this stutifferent
types of 3D video content were selected (see Tapleith
each clip running 25-40 seconds. In the MVC siniole, the
left-eye and right-eye pictures were encoded adbése-view
and dependent-view, respectively. The base-viewemasded
at 12Mbps and 16Mbps. The dependent view was catled
wide range of bit rates, from 5% to 50% of the bas& bit
rate (see Table 2). As a result, the combined digsr range
from 12.6Mbps to 24Mbps. AVC simulcast with symnetr
quality was selected as the reference. Constamatait(CBR)
compression was used in all the simulations witfifigoration
settings similar to those that would be used ina@ddD video
applications, such as Blu-ray systems.

Table 1: 3D video content used in the evaluation.

Clip A | 1080p @ 23.98fps| Live action, drama

Clip B | 1080p @ 23.98fps| Animation movie

Clip C | 1080p @ 23.98fps| Live action, drama

Clip D | 1080p @ 23.98fps| Animation movie

Clip E 720p @ 59.94fps| Live action, beach volleyball

ClipF | 1080i @ 29.97fps| Live action, documentary

Clip G | 1080i @ 29.97fps| Live action, mixture of sporfs

ClipH | 1080i @ 29.97fps| Live action, tennis

Clip | 1080i @ 29.97fps| Live action, Formula 1 racing

Table 2: Bitrate configuration.
Test cases Ba_se-view Dependent-view Combined
bit rate bit rate bit rate

12L_5Pct 12 Mbps| 0.6 Mbps 59 12.6 Mbps
12L _10Pct| 12Mbps| 1.2Mbps 10% 13.2 Mbps
12L _15Pct| 12 Mbps| 1.8Mbps 15% 13.8 Mbps
12L 20Pct| 12 Mbps| 2.4Mbps 20% 14.4 Mbps
12L 25Pct| 12 Mbps| 3.0Mbps 25% 15.0 Mbps
12L 35Pct| 12 Mbps| 4.2Mbps 35% 16.2 Mbps
12L 50Pct| 12 Mbps| 6.0 Mbps 50% 18.0 Mbps
16L_5Pct 16 Mbps| 0.8 Mbps 59 16.8 Mbps
16L _10Pct| 16 Mbps| 1.6Mbps 10% 17.6 Mbps
16L _15Pct| 16 Mbps| 2.4Mbps 15% 18.4 Mbps
16L 20Pct| 16 Mbps| 3.2Mbps 20% 19.2 Mbps
16L 25Pct| 16 Mbps| 4.0Mbps 25% 20.0 Mbps
16L 35Pct| 16 Mbps| 5.6 Mbps 35% 21.6 Mbps
16L 50Pct| 16 Mbps| 8.0 Mbps 50% 24.0 Mbps

At each base-view bit rate, there are 9 test cmesach
clip, which include the 7 MVC coded results, the @V
simulcast result, and the original video. The digpbrder of
the 9 test cases was random and different for edigh
Viewers were asked to give a numeric value based scale
of 1 to 5 scale, with 5 being excellent and 1 v@wgr. 15 non-
expert viewers participated in the evaluation.

The subjective picture quality evaluation was cartéd in a
dark room. A 103-inch Panasonic 3D plasma TV wiltive
display resolution of 1920x1080 pixels and actiVeutter
glasses were used in the setup. Viewers were sested
distance between 2.5 and 3.5 times the displayhheig
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Fig. 8: Subjective picture quality evaluation reésu(a) clip-wise
MOS; (b) average MOS and its 95% confidence inferva
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The mean opinion score (MOS) of each clip is showkrig.
8(a). It is clear that the animation clips recefai or better
scores even when the dependent-view is encode% aif he
base-view bit rate. When the dependent-view bi¢ ditops

B. Evaluation of Frame-Compatible Video as a Base View

An evaluation of the performance of different frame
compatible, full resolution methods was presented[39]
using primarily the side-by-side format. In partay the

below 20% of the base-view bit rate, the MVC encbdemethods presented in Section I11.B, including that&l SVC

interlaced content starts to receive unsatisfactoores. Fig.
8(b) presents the average MOS of all the clipsthe bar
charts, each short line segment indicates a 95%dente
interval. The average MOS and 95% confidence ialerv
show the reliability of the scoring in the evaloati Overall,
when the dependent-view bit rate is no less th& 25 the
base-view bit rate, the MVC compression can repcedine
subjective picture quality comparable to that oé tAVC
simulcast case. It is noted that long-term viewdfigcts such
as eye fatigue were not considered as part osthidy.

Given a total bandwidth, there is a trade-off ina@s$ing the
base-view bit rate. A lower base-view bit rate viblgave
more bits to the dependent-view, and the 3D effaatl
convergence could be better preserved. Both ofcHises of
12L_50Pct and 16L_15Pct result in combined bitsamund
18Mbps. From Fig. 8(b), it is obvious that 121 50Ra@s
favoured over 16L_15Pct in terms of 3D video qualit
especially for live action shots. However, thisahieved at
the cost of an inferior base-view picture qualisycampared to
the case of higher base-view bit rate. It is alepdrtant to
maintain the base-view picture quality because negple
may choose to watch a program on conventional 2B.TV
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Fig. 9: Performance evaluation of different franoenpatible full
resolution methods.

method (SVC SBS Scheme A), the spatio-temporal SVC
method (SVC SBS Scheme B) as well as the frame-atibip
MVC method (MVC SBS) and its extension that inclsidiee
base layer reference processing step (FCFR SBSg wer
considered. In addition, basic upscaling of thd hedolution
frame compatible signal was also evaluated in tieist.
Commonly used test conditions within MPEG were
considered, whereas the evaluation focused on igtyaof
1080p sequences, including animated and movie cbritbe
RD curves of two such sequences are presented.ia

Fig. 9 suggests that the FCFR SBS method is supteriall
other methods and especially compared to the twd SV
schemes in terms of coding performance. In somescaes
performance improvement of over 30% can be achieved
Performance improvement over the MVC SBS is smaliat
still not insignificant (>10%). However, all of tbe methods
can provide an improved quality experience withrekatively
small overhead in bit rate compared to simple upsgaf the
frame-compatible base layer.

C. Evaluation of Depth-based Formats

Several advanced coding methods for joint video dauth
coding, including algorithms adaptive to the chadstics of
depth data, are currently under development. Onmiitant
aspect for the design of such coding methods isqtradity
optimization for all synthesized views. In contragh
conventional coding measures used for 2D video, data
which a decoded picture is compared against an datto
reference and the quality was evaluated using gactite
distortion measure such as peak signal-to-noise (BSNR),
the new 3D video format with video and depth d&gquires
that synthesized views at new spatial positionstrals® look
good.

It is often the case that there is no original refiee image
available to measure the quality. Therefore, a celmgnsive
subjective evaluation has to be carried out in otd¢udge the
reconstruction quality of the 3D video data. Tlismportant
as new types of errors may occur for 3D video iditah to
the classic 2D video reconstruction errors sucfuastization
or blurring. Examples of such 3D errors include ngqixel
shifts, frayed object boundaries at depth edgepaass of an
object appearing at the wrong depth. Nevertheless,
objective quality measure is still highly desiralileorder to
carry out automatic coding optimization. For thiggh quality
depth data as well as a robust view synthesis eageined in
order to provide an uncoded reference. The qualitthe
reference should ideally be indistinguishable fritvat of the
original views. In the experiments that follow, ead
synthesized views are compared with such uncodederee
views based on PSNR. An example is shown in Figof@vo
different bit rate distributions between video alepth data.
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In these plots, "C30D30" stands for color quaniizat

application, Blu-ray 3D considered the followingctiars

parameter (QP) 30 and depth QP 30. A lower QP valakiring its development:

represents more bit rate and thus better qualdy.tie curve
"C30D30", equal quantization for color and deptlswwaplied.

For the second curve "C24D40", the video bit ratasw

increased at the expense of the depth bit ratereldre, better
reconstruction results are achieved for "C24D400rginal
positions 2.0, 3.0 and 4.0, where no depth datagsired. For
all intermediate positions, "C24D40" performs word@n
"C30D30"as the lower quality of coded depth datasea
degrading displacement errors in all intermediagws. It is
noted that both curves have the same overall B8t 61200
Kbps.

The view synthesis algorithm that was used generatstandardization.

intermediate views between each pair of originawa. The
two original views are warped to an intermediatesitian
using the depth information. Then, view-dependegigiting
is applied to the view interpolation in order tooywide
seamless navigation across the viewing range.1Bigghows,
that lower quality values are especially obtainactlie middle
positions 2.5 and 3.5. This also represents thtbdat distance
from any original view and aligns with subjectivéewing

a) picture quality and resolution

b) 3D video compression efficiency

¢) backward compatibility with legacy BD players

d) interference among 3D video, 3D subtitles, and 3
As discussed in the prior section, frame-compatfblenats
have the benefit of being able to use existing 2Diaks for
3D applications, but suffer from a loss of resalntithat
cannot be completely recovered without some enhmaect
information. To satisfy picture quality and resajat
requirements, a frame sequential full-resolutiogrest video
format was considered as the primary candidate
In 2009, BDA conducted a series
subjective video quality evaluations to validatetpie quality
and compression efficiency. The evaluation reseNsntually
led to the inclusion of MVC Stereo High Profile #se
mandatory 3D video codec in the Blu-ray 3D speatfian.

With the introduction of Blu-ray 3D, backward
compatibility with legacy 2D players was one of threicial
concerns from consumer and studio perspectives pos&ble
solution for delivering MVC encoded bitstreams oBla-ray

for
of

tests. Consequenﬂy, new 3D video Coding and Syi‘ﬁhe disc is to multipleX both the base and dependw\ﬂtreams

methods need to pay special attention to the syizbe views
around the middle positions.

43

Y-PSNR [dB] ——C30D30

4—C24D40
42

A

41

2\

38
37

36 a A

Camera Position
35 —

2,0 25 3.0 35 4,0

Fig. 10: PSNR curves across the viewing range igfral cameras 2,
3, and 4 for two different bit rate distributionsttyeen video and
depth data for thBallet test set.

V. DISTRIBUTION OF3D

This section discusses the requirements and camstran
typical storage and transmission systems (e.g.kvimrcl
compatibility needs, bandwidth limitations, set-tojpox
constraints). We focus our discussion on Blu-ragcD(BD),
cable, and terrestrial channels as exemplary sgstérhe
suitability for the various coding formats for eaoh these
channels is discussed. We also discuss feasibienspfor
future support of auto-stereoscopic displays.

A. Sorage Systems

The Blu-ray Disc Association (BDA) finalized a Btay 3D
specification [38] in December 2009. As a packageztlia

in one MPEG-2 transport stream (TS). In this sdenar 2D

player can read and decode only the base-view dédtde

discarding the dependent-view data. However, tbistion is

severely affected by the bandwidth limitations efdcy BD
players. In particular, the total video rate instlsicenario is
restricted to a maximum bit rate of only 40Mbpspiying that

the base-view picture may not be allocated the manxi

possible bit rate that may have been allocatdukisme video
was coded as a single view.

Instead, a preferred solution was to consider geeaf two
transport streams: a main-TS for the base-viewaasdciated
audio needed for 3D playback, and a sub-TS for the
dependent-view and other elementary streams assdaiath
3D playback such as the depth of 3D subtitleshis ¢ase, the
maximum video rate of stereo video is 60Mbps wtihe
maximum video rate of each view is 40Mbps.

__________________________________

,— - 2D playback
]
' - -
]
1
1

/Ium >\, Read /Ium >\, Read /,um 3
Jumpy Jumpy Jump'y

__________________________________

Fig. 11: Data allocation of 2D compatible TS and
3D extended TS in Blu-ray 3D.

The playback of stereo video requires continuoaslirgy of
streams from a disc. Therefore, the main-TS andTSulare
interleaved and stored on a 3D disc. When a 3Didiptayed
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in a 2D player, the sub-TS is skipped by jump negdiince
the bandwidth is limited in legacy BD players. Iptical disc
I/O, a jump reading operation imposes a minimumtingi
time before it initiates a new reading operatiohe Thinimum
waiting time is much longer than the playback dorabf one
frame. As a result, stream interleaving at a frdmel is
prohibited. In Blu-ray 3D, the two TSs are dividatb blocks,
and typically each block contains a few second#éfdata.
The blocks of main-TS and sub-TS are interleaveti stared
on a Blu-ray 3D disc. In this case, the jump distafi.e., the
size of each sub-TS block) is carefully designeddtisfy the
BD-ROM drive performance in legacy 2D players. Fid.
illustrates the data storage on a 3D disc and plegadions in
the 2D and 3D playback cases. The Stereoscopiddated
File is used to record the interleaved blocks ftommain-TS
and sub-TS. A Blu-ray 3D disc can be played in apd&yer
using either the 2D Output Mode or Stereoscopicp@ut
Mode for 2D and 3D viewing, respectively.

In Blu-ray 3D, both single-TS and dual-TS soluticar®
applicable. A single TS is used when a 3D bonuswits
encoded at a lower bit rate, or when a 2D videpisliencoded
using MVC to avoid switching between AVC and MVC
decode modes. In the latter case, the dependemtstieam
consists of skipped blocks and the bit rate isezmély low.
Without padding zero-bytes in the dependent-viewesh, it is
not suitable to use the block interleaving of tw&sTas
described above. Padding zero-bytes certainly &s&® the
data size, which quite often is not desirable aukntited disc
capacity and the overwhelming amount of extra dadé may
have been added to the disc.

B. Transmission Systems

Different transmission systems are characterizecdthieyr
own constraints. In the following, we consider dety of 3D
over cable and terrestrial channels.

The cable infrastructure is not necessarily coirgtrh by
bandwidth. However, for rapid deployment of 3D $e¢s,
existing set-top boxes that decode and format dmteat for
display would need to be leveraged. Consequentiplec
operators have recently started delivery of 3D @idased on
frame-compatible formats. It is expected that videedemand
(VOD) and pay-per-view (PPV) services could sers@ good
business model in the early stages. The frame-ctinigpa
video format is carried as a single stream, scetievery little
change at the TS level. There is new signalingha TS to
indicate the presence of the frame-compatible forarad
corresponding SEI message signaling. The TS mayrasd
to carry updated caption and subtitle streams thie
appropriate for the 3D playback. New boxes thapsuipfull-
resolution formats may be introduced into the mafkéer
depending on market demand and initial trials. Soeiety of
Cable Telecommunications Engineers (SCTE), whichhés
standards organization that is responsible forecabtvices, is
considering this roadmap and the available options.

Terrestrial broadcast is perhaps the most constain
distribution method. Most countries around the dohiave

defined their digital broadcast services based dPEM-2,

which is often a mandatory format in each broadchannel.
Therefore, there are legacy format issues to cdnegth that

limit the channel bandwidth that could be used faw

services. A sample bandwidth allocation considerthg

presence of high-definition (HD), standard-defmitiSD) and
mobile services is shown in Fig. 12. This figurdigates that
that there are significant bandwidth limitationg feew 3D

services when an existing HD video service is @eéd in the
same terrestrial broadcast channel. The preseneenudbile
broadcast service would further limit the availabBndwidth
to introduce 3D. Besides this, there are also casseciated
with upgrading broadcast infrastructure and thé& lafca clear
business model on the part of the broadcastergrimdiuce 3D
services. Terrestrial broadcast of 3D video is ilagdehind
other distribution channels for these reasons.

Bandwidth Allocations

100%

80%

60% O30TV
O Mobile
B SDTV

EHDTV

40%

RN

SDTV &3DTV ~ SDTV, Mobile &
DTV

20%

0%

HDTV & 3D HDTV, Mobile &
Enhancement 3D Enhancement

Fig. 12: Bandwidth allocation for terrestrial breadt
with 3D-TV services.

It is also worth noting that with increased broauba
connectivity in the home, access to 3D content framb
servers is likely to be a dominant source of cant8afficient
bandwidth and reliable streaming would be necessary
download and offline playback of 3D content woulé b
another option. To support the playback of suchterun the
networking and decode capabilities must be integratto the
particular receiving devices (e.g., TV, PC, gampigtform,
optical disc player) and these devices must hawitble
interface to the rendering device.

C. Supporting Auto-Stereoscopic Displays

As shown in section II.C, an important feature d¥anced
3D TV technology is the new 3D video format, whican
support any 3D display and especially high-quakiyto-
stereoscopic (glasses-free) displays. Currentlgssgis-based
stereo displays are used for multi-user applicatiang., 3D
cinema. However, for applications like mobile 3D ,Twhere
single users are targeted, stereoscopic display®utiglasses
can be used. Glasses-free displays are also desi@b3D
home entertainment. In this case, multi-view digplhave to
be used; however the desired resolution of theg@alis is not
yet sufficient. Current stereoscopic displays stibw a benefit
since they only need to share the total screenutiso among
the two stereo views, yielding half the resolutjpar view. For
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multi-view displays, the screen resolution needs be
distributed across alN views, only leaving M of the total
resolution for each view. This limitation also réds the total
number of views to between 5 and 9 views baseduorert
display technology, and therefore the viewing arfgleeach
repetition of the views is rather small.

These disadvantages of multi-view displays are ebgoketo
be overcome by novel ultra high-resolution displaybere a
much larger number of views, e.g., on the ordeb@f with
good resolution per view can be realized. In additio the
benefit of glasses-free 3D TV entertainment, suchtiraiew
displays will offer correct dynamic 3D viewing, .i.aifferent
viewing pairs with slightly changing viewing anglehile a
user moves horizontally. This leads to the expectedk-
around" effect, where occluded background in orewiig
position is revealed besides a foreground objecarinother
viewing position. In contrast, stereo displays oshow two
views from fixed positions and in the case of homtal head
movement, background objects seem to move in tipesite
direction. This is known as the parallax effect.

Since the new depth-based 3D video format aimsippart
both existing and future 3D displays, it is expdctidat
multiple services from mobile to home entertainmaist well
as support for single or multiple users, will baleled. A key
challenge will be to design and integrate the n&wf@rmat
into existing 3D distribution systems discussedieam this
section.

VI. CONCLUDING REMARKS
Distribution of high-quality stereoscopic 3D corttéirough

packaged media and broadcast channels is now uagerw

This article reviewed a number of 3D representafamats
and also a variety of coding architectures andrtiegtes for
efficient compression of these formats. Furthermspecific
application requirements and constraints for défférsystems

have been discussed. Frame-compatible coding wih Sl12]

message signaling has been selected as the déeioremgt for
initial phases of broadcast, while full-resoluti@oding of
stereo with inter-view prediction based on MVC Hzeen
adopted for distribution of 3D on Blu-ray Disc.

The 3D market is still in its infancy and it maykéeafurther
time to declare this new media a success with coassiin the
home. Various business models are being tested, edgo-
on-demand, and there needs to be strong consuteeeshto
justify further investment in the technology. Intiaipation of
these next steps, the roadmap for 3D delivery ftsnia
beginning to take shape. In the broadcast spaegs th strong
consideration for the next phase of deployment bdyfcame-
compatible formats. Coding formats that enhancefithme-
compatible signal provide a graceful means to négta a
full-resolution format, while still maintaining cqgmatibility
with earlier services. Beyond full-resolution sterehe next
major leap would be towards services that suppatb-a
stereoscopic displays. Although the display teabgwlis not
yet mature, it is believed that this technologyl witentually
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become feasible and that depth-based 3D video termudl
enable such services.
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