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Abstract—In this paper, the impact of interference from
multiple licensed transceivers on cognitive underlay single carrier
systems is examined. Specifically, the situation is considered in
which the secondary network is limited by three key parameters:
1) maximum transmit power at the secondary transmitter, 2)
peak interference power at the primary receivers, and 3) inter-
ference power from the primary transmitters. For this cognitive
underlay single carrier system, the signal-to-interference ratio
(SIR) of the secondary network is obtained for transmission over
frequency selective fading channels. Based on this, a new closed-
form expression for the cumulative distribution function of the
SIR is evaluated, from which the outage probability and the
ergodic capacity are derived. Further insights are established by
analyzing the asymptotic outage probability and the asymptotic
ergodic capacity in the high transmission power regime. In
particular, it is corroborated that the asymptotic outage diversity
gain is equal to the multipath gain of the frequency selective
channel in the secondary network. The asymptotic ergodic
capacity also gives new insight into the additional power cost for
different network parameters while maintaining a specified target
ergodic capacity. Illustrative numerical examples are presented
to validate the outage probability and ergodic capacity under
different interference power profiles.

Index Terms—Cognitive radio, ergodic capacity, frequency
selective fading, outage probability, primary transceivers, single
carrier transmission.

I. INTRODUCTION

RADIO frequency spectrum is an increasingly scarce
and expensive wireless resource due to the upsurge in

demand for multimedia services in current and future gen-
eration wireless networks. Unfortunately, recent measurement
campaigns have found that the radio frequency spectrum is not
being efficiently utilized [1]–[7]. Cognitive radio, proposed by
Mitola in [8], has the potential to mitigate such inefficiency.
Particularly, by allowing a secondary user (SU) to reuse the
radio spectrum that is licensed to a primary user (PU), the
scarcity of frequency spectrum can be alleviated. Several
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approaches to cognitive radio such as overlay, interweave, and
underlay spectrum sharing have been considered [9]. Among
them, the most promising approach is underlay spectrum shar-
ing in which the SU simultaneously transmits in the same radio
spectrum as the PU, provided that the secondary transmission
does not exceed the maximum interference constraint set by
the primary network [10]. One of the drawbacks of underlay
spectrum sharing is the need to limit the transmit power of
the SU transmitter (SU-Tx) to avoid any deleterious effect
on the PU receiver (PU-Rx). In some practical scenarios, the
cognitive radio network may not be feasible due to heavy
pathloss and severe shadowing [11]. As such, several advanced
transmission technologies have been introduced to enhance the
performance of underlay spectrum sharing such as cognitive
relaying [12] and cognitive multiuser diversity [13].

Cognitive underlay spectrum sharing with single carrier
transmission was first considered in [14]. Since then, promis-
ing strategies for cognitive underlay single carrier systems
have been proposed such as cognitive relay selection [15] and
cognitive decode-and-forward (DF) with selection combining
[16]. Indeed, cognitive underlay spectrum sharing has been
proven to boost the outage probability, ergodic capacity, and
average symbol error rate (ASER) of single carrier systems
relative to non-spectrum sharing single carrier systems [17]–
[20]. In [14]–[16], only a single PU-Rx is considered, while
multiple PU-Rxs are considered in non-single carrier transmis-
sion in [21]. Furthermore, most previous works assume that
the PU transmitter (PU-Tx) is located far enough away so as
not to impinge any significant interference on the SU receiver
(SU-Rx) [22]. As such, only limited studies have taken into
account the interference from either a single or multiple PU-
Txs (e.g., [14], [21], [23]).

In this paper, in contrast to [14]–[25], we focus on the
co-existence of multiple PU-Rxs and multiple interfering PU-
Txs in cognitive underlay single carrier systems. We consider
the practical case of non-identical frequency selective fading
between all the PUs and the SUs.1 Thus, compared with
existing works in [13-15], [20], and [21], the impact of
multiple licensed primary transceivers on the performance of
spectrum sharing single carrier systems in frequency selective
fading channels is first investigated in this paper under a joint
constraint on peak interference power at the primary receiver
and maximum transmit power at the secondary user. Specifi-

1For non-spectrum sharing systems, the effects of cochannel interference
(CCI) have been examined under identical frequency selective fading in [20]
and non-identical Nakagami-m fading in [26].
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cally, the novel contributions of this paper are summarized as
follows:

• We consider the joint impact of multiple PU-Txs and
multiple PU-Rxs on the performance of cognitive under-
lay single carrier systems. Motivated by [15] and [21],
we employ three interrelated power constraints, namely,
the interference power from the PU-Txs on the SU-Rx,
denoted by PIp , the peak interference power from the
SU-Tx on the PU-Rxs, denoted by Ip, and the maximum
transmit power at the SU-Tx, denoted by PT .

• We characterize the end-to-end signal-to-interference plus
noise ratio (SINR) at the SU-Rx in terms of the chan-
nel impulse responses of the frequency selective fading
channels. Using this statistic, new analytical expressions
for the outage probability and the ergodic capacity are
obtained. These results are used to evaluate the impact
of the multiple PU-Txs and PU-Rxs on the secondary
network.

• We derive the asymptotic outage probability in the high
transmission power regime. This reveals additional in-
sights into the diversity gain, which is equal to the
multipath gain of the frequency selective channel in the
secondary network. Interestingly, we confirm that the
diversity gain is lost when the interference power from the
PU-Txs is proportional to the maximum transmit power
at the SU-Tx.

• We derive the asymptotic ergodic capacity in the high
transmission power regime under the proportional in-
terference power constraint. Using this new result, we
confirm that the multiplexing gain is 1. Moreover, given a
specified target ergodic capacity, we accurately calculate
the additional power cost for different network parame-
ters.

Notation: The superscript (·)H denotes complex conjugate
transposition; IN is an N × N identity matrix; 0 denotes
an all-zeros matrix of appropriate dimensions; CN

(
µ, σ2

)
denotes the complex Gaussian distribution with mean µ and
variance σ2; Cm×n denotes the vector space of all m × n
complex matrices; Fφ(·) denotes the cumulative distribution
function (CDF) of the random variable (RV) φ; Ea{·} denotes
expectation with respect to a. The probability density function
(PDF) of φ is denoted by fφ(·).

The rest of the paper is organized as follows. In Section II,
we first detail the system and channel model of the proposed
cognitive underlay single carrier systems. In Section III, the
SINR and signal-to-interference ratio (SIR) are defined, based
on which the outage probability and ergodic capacity are
derived. Simulation results are presented in Section IV, and
conclusions are drawn in Section V.

II. SYSTEM AND CHANNEL MODEL

We assume a single antenna equipped cognitive underlay
single carrier system with M PU-Txs transmitting to N
PU-Rxs in the primary network. In the secondary network,
we consider that the SU-Tx transmits to the SU-Rx in the
same primary licensed frequency band subject to interference
constraints imposed by the PU-Rxs. Unlike [12], [22], [24],

SU-Tx SU-Rx

1

1

N

M

h

1

1

M

N

Fig. 1. Illustration of the spectrum sharing single carrier network with
multiple PU-Rxs and multiple PU-Txs.

and [25] which ignored interference from the PU-Txs, we
consider that all PU-Txs impinge significant interference upon
the received signals at the SU-Rx. The set of instantaneous
impulse channel responses in the system are detailed as
follows:

• The frequency selective channel from the SU-Tx
to the SU-Rx is defined by a channel vector
h

△
=[h0, ..., hL1−1]

T ∈ CL1×1. The path loss and the
multipath channel length of h are denoted by αh and
L1, respectively.

• The frequency selective interfering channel from the kth
PU-Txk to the SU-Rx is defined by a channel vector
fk

△
=[fk,0, ..., fk,L2−1]

T ∈ CL2×1. The path loss over
the channel fk and the multipath channel length of all
{fk}Mk=1 are denoted by αf,k and L2, respectively.

• The frequency selective interfering channel from
the SU-Tx to the kth PU-Rxk is defined by
gk

△
=[gk,0, ..., gk,L3−1]

T ∈ CL3×1. The path loss
over the channel gk and the multipath channel length of
all {gk}Nk=1 are denoted by αg,k and L3, respectively.

Recall that we denote the maximum transmit power at the
SU-Tx by PT and the peak allowable interference at all the
PU-Rxs by Ip. Given these two distinctive constraints, the
transmit power at the SU-Tx is defined as [15], [27]

Ps = min
(
PT ,

Ip

max
k=1,··· ,N

{αg,k∥gk∥2}

)
. (1)

Binary phase shift keying (BPSK) modulation is applied such
that Q modulated data symbols transmitted by the PU-Tx form
a transmit symbol block x ∈ CQ×1 ∈ {−1, 1}Q satisfying
Ex{x} = 0 and Ex{xxH} = IQ. A cyclic prefix (CP)
comprising of Qg symbols is appended to the front of x to
prevent inter-block symbol interference (IBSI) [28], [29]. After
removing the signal associated with the CP, the received signal
at the SU-Rx can be written as

y =
√
PsαhHx+

M∑
p=1

√
PIpαf,pFpx̃p + z (2)
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where PIp is the interference power from the pth PU-Tx, H ∈
CQ×Q is the right circulant channel matrix [14], [30] specified
by h, {Fp}Kp=1 ∈ CQ×Q is the set of right circulant channel
matrices specified by {fp}Kp=1, and z ∼ CN (0, σ2

nIQ) denotes
additive white Gaussian noise at the SU-Rx. We define the
interfering transmit symbol from the PU-Tx as x̃p ∈ CQ×1

which satisfies Ex̃p{x̃p} = 0 and Ex̃p{x̃px̃
H
p } = IQ. Since,

in general, max{L1, L2, L3} is smaller than the block size Q,
a necessary zero padding is required for h, {fp}, and {gk}
to form a Q×Q circulant channel matrix.

To determine the effects of the PU-Tx interference on the
secondary network, we shall first define the instantaneous
SINR at the SU-Rx as follows.

Definition 1: Applying the properties of the right circulant
channel matrix 2 [14], [30] and the frequency selective channel
models given above, the instantaneous SINR is defined as

γSINR =

min
(
P̃T ,

Ĩp

max
k=1,··· ,N

{α̃g,k∥gk∥2}

)
α̃h∥h∥2

∑M
p=1 P̃Ip α̃f,p∥fp∥2 + 1

≈

min
(
P̃T ,

Ĩp

max
k=1,··· ,N

{α̃g,k∥gk∥2}

)
α̃h∥h∥2

∑M
p=1 P̃Ip α̃f,p∥fp∥2

= min
(
P̃T ,

Ĩp
X

)
Y

△
= γ (3)

where γ is the instantaneous SIR normalized by the noise
variance. We define X

△
= max

k=1,··· ,N
{α̃g,k∥gk∥2} and Y

△
=A

B

with A
△
=α̃h∥h∥2, and B

△
=
∑M

p=1 P̃Ip α̃f,p∥fp∥2. In addi-

tion, we define the normalized quantities of P̃T
△
=PT /σ

2
n,

Ĩp
△
=Ip/σ

2
n, P̃Ip

△
=PIp/σ

2
n, α̃h

△
=αh/σ

2
n, α̃g,k

△
=αg,k/σ

2
n, and

α̃f,p
△
=αf,p/σ

2
n.

Note that in the definition of the instantaneous SINR, we
assume that the channels are jointly independent and x is
independent of {x̃p}Mp=1. We also note that the SIR γ is
an accurate approximation for the SINR γSINR in the high
interference regime.

III. PERFORMANCE ANALYSIS

In this section, we derive the CDF and PDF of the instanta-
neous SIR which is a non-trivial problem due to the presence
of multiple PU-Txs and PU-Rxs in non-identical frequency
selective fading environments. Based on these conditions, we
present new closed-form expressions for the outage probability
and the ergodic capacity.

A. Distribution of the instantaneous SIR

The CDF of the instantaneous SIR is defined as
Fγ(x)

△
=Pr

(
min

(
P̃T ,

Ĩp
X

)
Y ≤ x

)
. As such, we can compute

2From (2), an instantaneous signal power is defined as
PsαhTrace(∥H∥2)

Q
, which is equivalent to Psαh∥h∥2 [14], [31].

Similarly, an instantaneous interference plus noise power becomes∑M
p=1 PIpαf,pTrace(∥Fp∥2)+Trace(∥z∥2)

Q
=

∑M
p=1 PIpαf,p∥fp∥2 + σ2

n.

Fγ(x) as follows

Fγ(x) = Pr(Y ≤ x/P̃T , Ĩp ≥ XP̃T )+

Pr(Y ≤ Xx/Ĩp, Ĩp < XP̃T )

= FY (x/P̃T )FX(µ) +

∫ ∞

µ

FY (xt/Ĩp)fX(t)dt︸ ︷︷ ︸
I1(x)

(4)

where µ
△
=Ĩp/P̃T is the ratio of the normalized peak interfer-

ence at the PU-Rxs relative to the maximum transmit power
at the SU-Tx. To compute (4), we need to know the following
CDF and PDF of the RV X , which are respectively given
by [22], [26]

FX(x) = 1 +

N∑
k=1

(−1)k

k!

N∑
n1=1

· · ·
N∑

nk=1︸ ︷︷ ︸
|n1

∪
n2

∪
···

∪
nk|=k

L3−1∑
l1=0

· · ·
L3−1∑
lk=0

k∏
t=1

( (βg,nt)
lt

lt!

)
x
∑k

t=1 lte−(
∑k

t=1 βg,nt )xU(x)

= 1 +
∑̃[

xl̃e−β̃gxU(x)
]
, and

fX(x) =
∑̃[

l̃xl̃−1e−β̃gxU(x)
]
−
∑̃[

β̃gx
l̃e−β̃gxU(x)

]
(5)

where |n1
∪
n2
∪

· · ·
∪
nk| denotes the cardinality of the

union of k indices and U(·) denotes the unit step function.
To simplify notation, we define βh

△
= 1

α̃h
, βg,k

△
= 1

α̃g,k
, and

βf,p
△
= 1

α̃f,p
in (5). We also define

∑̃[
·
]
△
=

N∑
k=1

(−1)k

k!

N∑
n1=1

· · ·
N∑

nk=1︸ ︷︷ ︸
|n1

∪
n2

∪
···

∪
nk|=k

L3−1∑
l1=0

· · ·
L3−1∑
lk=0

k∏
t=1

( (βg,nt)
lt

lt!

)[
·
]
, l̃

△
=

k∑
t=1

lt, and β̃g
△
=(

k∑
t=1

βg,nt).

For non-identical Rayleigh fading channels, a similar form of
the CDF is provided in [32]. Note that (5) provides the CDF
and PDF of the RV X for non-identically distributed frequency
selective fading channels. Now an additional CDF of the RV
Y can be obtained from the following lemma.

Lemma 1: When the channel impulse responses are com-
posed of independent and identically distributed (i.i.d.) com-
plex Gaussian random variables with zero means and unit
variances, the CDF of Y can be written as

FY (y) = 1−
L1−1∑
l=0

M∑
i=1

L2∑
j=1

Λi,j,ly
l
(
y +

1

βhP̃Ii α̃f,i

)−(l+j)
U(y)

(6)

where Λi,j,l
△
=

(−1)j(βh)
−jθi,jΓ(l+j)

Γ(l+1)Γ(j) with
Γ(·) denoting the gamma function, and
θi,j

△
= (−1)L2

(P̃Ii
α̃f,i)L2

∑
S(i,j)

∏M
k=1,k ̸=i

(
L2+qk−1

qk

) (P̃Ik
α̃f,k)

qk

(1−
P̃Ik

α̃f,k

P̃Ii
α̃f,i

)L2+qk

.
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In addition, S(i, j) denotes a set of M -tuples satisfying the
following condition:

S(i, j)
△
={(q1, . . . , qM ) :

M∑
k=1

qk = L2 − j with qi = 0}.

Proof: A proof of this lemma is provided in Appendix
A.

Based on the CDF of X in (5) and the CDF of Y in (6), we
can compute the first part in the right hand side of (4). Next,
we proceed to evaluate the integral in the right hand side of
(4) denoted as I1(x). After some manipulations, we arrive at
the following form for I1(x):

I1(x) = 1− FX(µ)−∑̃[ L1−1∑
l=0

M∑
i=1

L2∑
j=1

Λi,j,l l̃
(
x/Ĩp

)−jJ1(x)
]
+

∑̃[ L1−1∑
l=0

M∑
i=1

L2∑
j=1

Λi,j,lβ̃g
(
x/Ĩp

)−jJ2(x)
]

(7)

with

J1(x) = e−β̃gµ
l+l̃−1∑
p=0

(
l + l̃ − 1

p

)
µl+l̃−1−p

(
µ+

Ĩp

βhP̃Ii α̃f,ix

)p−j−l+1

Γ(p+ 1)

U
(
p+ 1, p− j − l + 2, β̃g

(
µ+

Ĩp

βhP̃Ii α̃f,ix

))
, and

J2(x) = e−β̃gµ
l+l̃∑
p=0

(
l + l̃

p

)
µl+l̃−p

(
µ+

Ĩp

βhP̃Ii α̃f,ix

)p−j−l+1

Γ(p+ 1)

U
(
p+ 1, p− j − l + 2, β̃g

(
µ+

Ĩp

βhP̃Ii α̃f,ix

))
(8)

where U (·, ·; ·) denotes the confluent hypergeometric function
[33, Eq. 9.211.4]. The derivation of (7) is provided in Ap-
pendix B.

Now using (5), (6), and (7), a closed-form expression for
the CDF of the SIR is given by (9) at the top of the next
page. Based on (9), the outage probability is readily obtained.
Next, we proceed to derive new closed-form expressions for
the asymptotic outage probability and the ergodic capacity.

B. Asymptotic Outage Probability

Theorem 1: Let Gd be the outage diversity gain defined as

Gd
△
= lim

P̃T →∞,

Ĩp→∞,
µ=const

log(Pout(γth))

log(γth/P̃T )
.

As such, we find that the achievable diversity gain when
Ĩp is proportional to P̃T is derived as Gd = L1 which
is the multipath gain of the frequency selective channel in
the secondary network. However, when P̃T is fixed and Ĩp

is independent of P̃T (i.e., non-constant ratio of µ), the
achievable diversity gain diminishes to Gd = 03.

Proof: A proof of this theorem is provided in Appendix C.

Corollary 1: When the interference powers from the PU-
Txs are equal or proportional to P̃T , we find that the cognitive
underlay single carrier system yields no diversity gain.

Proof: Without loss of generality, we assume that P̃Ik =
P̃I , for k = 1, 2, . . . ,M . From (C.5), we can rewrite the
asymptotic outage probability as follows:

Pout(γth) ≈
P̃T →∞,

Ĩp→∞,
µ=const

Ω̃1

( P̃Iγth

P̃T

)L1

(10)

where

Ω̃1 =
(
FX(µ) + (1/µ)

L1
∑̃[

l̃(β̃g)
−(L1+l̃)Γ(L1 + l̃, µβ̃g)−

(β̃g)
−(L1+l̃)Γ(L1 + l̃ + 1, µβ̃g)

])
M∑
i=1

L2∑
j=1

(−1)jθi,j(βh)
L1Γ(L1 + j)(α̃f,i)

L1+jP̃ j
I

Γ(j)Γ(L1 + 1)
.

As can be clearly observed from (10), when P̃I is proportional
to P̃T with constant µ, the diversity order is zero, which
completes the proof.

C. Ergodic Capacity Analysis

The ergodic capacity is defined as [11], [15]

C =

∫ ∞

0

log2(1 + x)fγ (x) dx

=
1

log(2)

∫ ∞

0

1− Fγ (x)

1 + x
dx. (11)

Substituting the CDF of the SIR in (9) into (11), yields (12)
at the top of the next page. By employing a partial fraction
expansion [33, Eq. 2.102], the first integral in (12) can be
evaluated as

Υ1 =
l∑

k=0

(
l

k

)[
(−P̃T /βhP̃Ii α̃f,i)

l−k

(P̃T /βhP̃Ii α̃f,i − 1)
−(l+j−k)

log(P̃T /βhP̃Ii α̃f,i)−
l+j−k∑
τ=2

(−1)
l−k

τ − 1
(P̃T /βhP̃Ii α̃f,i − 1)

−(l+j−k−τ+1)

(P̃T /βhP̃Ii α̃f,i)
l−k−(τ−1)

]
. (13)

Based on J1(x) in (8), and using some algebraic manipula-
tions, we calculate the second integral in (12) as

Υ2 = e−β̃gµ
l+l̃−1∑
p=0

l∑
k=0

(
l + l̃ − 1

p

)(
l

k

)
µl+l̃−1−p

(ĨpβhP̃Ii α̃f,i)
jζ. (14)

3The lack of diversity gain is also observed in conventional relay networks
when the co-channel interference is significant compared to the transmit power
[34].
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Fγ(x) = 1−
L1−1∑
l=0

M∑
i=1

L2∑
j=1

Λi,j,l

(
1/P̃T

)−j
xl
(
x+

P̃T

βhP̃Ii α̃f,i

)−(l+j)

FX(µ)−

∑̃ L1−1∑
l=0

M∑
i=1

L2∑
j=1

Λi,j,l l̃
(
x/Ĩp

)−jJ1(x) +
∑̃ L1−1∑

l=0

M∑
i=1

L2∑
j=1

Λi,j,lβ̃g
(
x/Ĩp

)−jJ2(x). (9)

C =
1

log(2)

[
FX(µ)

L1−1∑
l=0

M∑
i=1

L2∑
j=1

Λi,j,l(1/P̃T )
−j
∫ ∞

0

xl

(1 + x)

(
x+

P̃T

βhP̃Ii α̃f,i

)−(l+j)

dx︸ ︷︷ ︸
Υ1

+

∑̃L1−1∑
l=0

M∑
i=1

L2∑
j=1

Λi,j,l

(
l̃

∫ ∞

0

(x/Ĩp)
−j J1(x)

1 + x
dx︸ ︷︷ ︸

Υ2

−β̃g
∫ ∞

0

(x/Ĩp)
−j J2(x)

1 + x
dx︸ ︷︷ ︸

Υ3

)]
. (12)

Detailed derivations of (14) and ζ are provided in Appendix
D.

Given that Υ2 and Υ3 share a similar form, we can directly
evaluate Υ3 as

Υ3 = e−β̃gµ
l+l̃∑
p=0

l∑
k=0

(
l + l̃

p

)(
l

k

)
µl+l̃−p(ĨpβhP̃Ii α̃f,i)

jζ.

(15)

Finally, substituting Υ1, Υ2, and Υ3 into (12) results in a
closed-form expression for the ergodic capacity. Note that we
have applied the specialized treatises on Fox’s H function in
our analysis of the ergodic capacity. A similar application of
Fox’s H function can be found in [35] which derived the ASER
of cooperative relaying in non-spectrum sharing non-single
carrier systems.

D. Asymptotic Ergodic Capacity Analysis

In this subsection, we focus on the ergodic capacity in the
region of high values of P̃T and where Ĩp is proportional to
P̃T , i.e., µ = const. We first rewrite the CDF of Y given in
(6) as

FY (y) = 1− F̃Y (y) (16)

where F̃Y (y) =
∑L1−1

l=0

∑M
i=1

∑L2

j=1 Λi,j,ly
l
(
y +

1
βhP̃Ii

α̃f,i

)−(l+j)
U(y). Substituting (16) into (4), we have

Fγ(x) =
(
1− F̃Y (x/P̃T )

)
FX(µ)+∫ ∞

µ

(
1− F̃Y (xt/Ĩp)

)
fX(t)dt

=
(
1− F̃Y (x/P̃T )

)
FX(µ) +

(
1− FX(µ)

)
−∫ ∞

µ

F̃Y (xt/Ĩp)fX(t)dt

= 1− F̃Y (x/P̃T )FX(µ)−
∫ ∞

µ

F̃Y (xt/Ĩp)fX(t)dt.

(17)

Now according to (11), the ergodic capacity is given by

C =
1

log(2)

∫ ∞

0

1− Fγ(x)

1+x
dx

=
1

log(2)

[
FX(µ)

∫ ∞

0

F̃Y (x)

1/P̃T+x
dx+∫ ∞

0

1

1/Ĩp+x

∫ ∞

µ

F̃Y (xt)fX(t)dtdx
]
. (18)

Theorem 2: The asymptotic ergodic capacity, denoted by
C∞, is given by

C∞ △
= C

P̃T →∞,

Ĩp→∞,
µ=const

= log2(P̃T ) + (1− FX(µ))log2(µ)−

1

log(2)

[
Θ1 +

∑̃
e−β̃gµ

(
l̃Λ1 − β̃gΛ2

)]
(19)

where

Θ1
△
=

L1−1∑
l=1

M∑
i=1

L2∑
j=1

(−1)jθi,j lΓ(l)(P̃Ii α̃f,i)
j

Γ(l + 1)

[
ψ(l)− log(βh)−

ψ(j)− log(P̃Ii α̃f,i)
]
−

L1−1∑
l=0

M∑
i=1

L2∑
j=1

(−1)jθi,j(P̃Ii α̃f,i)
j

[
ψ (l + 1)− log(βh)− ψ(j)− log(P̃Ii α̃f,i)

]
,

Λ1
△
=

l̃−1∑
i=0

(
l̃ − 1

i

)
µl̃−1−i

(β̃g)i+1

[
Γ (i+1) log(µ)+

i∑
j=0

Γ (i+ 1)

Γ(i− j + 1)

(
(−1)i−j−1(µβ̃g)

i−jeµβ̃gEi(−µβ̃g)+

i−j∑
k=1

Γ(k)(−µβ̃g)i−j−k
)]
, and
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Λ2
△
=

l̃∑
i=0

(
l̃

i

)
µl̃−i

(β̃g)i+1

[
Γ (i+1) log(µ) +

i∑
j=0

Γ (i+ 1)

Γ(i− j + 1)(
(−1)i−j−1(µβ̃g)

i−jeµβ̃gEi(−µβ̃g)+
i−j∑
k=1

Γ(k)(−µβ̃g)i−j−k
)]

(20)

where ψ (N) = −Cu +
N−1∑
n=1

1
n with Euler’s constant Cu [33,

Eq. 8.365], and Ei (·) is the exponential integral function [33,
Eq. 8.211.1].

Proof: A detailed derivation of (19) is provided in Ap-
pendix E.

With the help of (19), we confirm that the multiplexing
gain [36] is 1 in bits/sec/Hz/(3 dB), which is given by

S∞ = lim
P̃T→∞

C∞

log2P̃T

= 1. (21)

Moreover, using (19), we can easily calculate the additional
power cost for different network parameters while main-
taining a specified target ergodic capacity. For example, in
light of the interference power from the PU-Txs on the
SU-Rx, we consider two interference power scenarios: 1)
P̃I1= · · ·=P̃IM=P̃ 1

I , and 2) P̃I1= · · ·=P̃IM=P̃ 2
I with P̃ 1

I <
P̃ 2
I . Compared to the former, the additional power cost for

achieving the specified target ergodic capacity in the second
scenario is calculated as

∆P̃T (dB)=
10

log(10)

[
Θ1

(
P̃ 2
I

)
−Θ1

(
P̃ 1
I

)]
. (22)

IV. SIMULATION RESULTS

In this section, we validate our analytical results and con-
sider the impact of multiple primary transceivers on the outage
probability and ergodic capacity of cognitive underlay single
carrier systems under different interference power profiles. We
set Q = 256 and Qg = 16 as the data symbol block size and
the CP length, respectively. We use BPSK modulation and a
fixed γth = 1 dB in the computation of the outage probability.
Recall that Ĩp =

Ip
σ2
n

and P̃T = PT

σ2
n

. We assume that the
SU-Tx and SU-Rx are placed at [0, 0] and [1, 0], respectively.
We consider M = 4 PU-Txs which are placed at [0.3, 0.3],
[0.4, 0.3], [0.5, 0.3], and [0.6, 0.3], respectively. Similarly, we
consider N = 2 PU-Rxs which are placed at [0.4, 0.5] and
[0.6, 0.5], respectively. The pathloss component for the channel
between any two nodes B and C is exponentially decaying as
αB,C = d−ϵ

B,C, where dB,C is the distance between B and C,
and ϵ is the path loss exponent. In all simulation scenarios, we
assume ϵ = 4 with the same interference power from all the
PU-Txs such that P̃I = 1. In the following simulation figures,
the curves obtained from actual link simulations are denoted
by Ex, analytically derived curves are denoted by An, and
asymptotically obtained curves are denoted by As.

A. Outage Probability: Proportional Interference Power Con-
straint

Figs. 2 and 3 show the outage diversity gain with propor-
tional interference power constraint. To improve the clarity of
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Fig. 2. Outage probability for various values of (L1, L2, L3) with (M =
3, N = 2).
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Fig. 3. Outage probability for various values of (M,N) with (L1 = 3, L2 =
3, L3 = 2).

the plots, we will only show asymptotic outage curves. From
Figs. 2 and 3, we observe the following.

1) For a fixed (M = 3, N = 2), three different frequency
selective fading scenarios of (L1 = 2, L2 = 3, L3 =
2), (L1 = 2, L2 = 4, L3 = 2), and (L1 = 2, L2 =
3, L3 = 3) display the same outage diversity gain in the
large P̃T regime. In addition, for a fixed (M = 3, N =
2, L2 = 3, L3 = 2), the multipath gain of L1 = 4 has
the best outage probability compared with L1 = 2 and
L1 = 3. It can be seen that their slopes are proportional
to the value of L1. The difference between their outage
diversity gains is readily apparent as P̃T increases.

2) From Fig. 3, we can see that three different primary
transceiver combinations of (M = 3, N = 2), (M =
2, N = 2), and (M = 1, N = 1) for a fixed
(L1 = 3, L2 = 3, L3 = 2) display the same outage
diversity gain in the large P̃T regime. Note that the
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Fig. 4. Outage probability for various values of (M,N,L1, L2, L3).
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Fig. 5. Outage probability for various values of P̃I at fixed value of (M =
2, N = 2, L1 = 3, L2 = 3, L3 = 2).

outage probability decreases with decreasing M and N .

From these observations, we can verify that the outage
diversity gain is proportional to the multipath channel length
of the frequency selective fading channel between the SU-
Tx and SU-Rx. Other key parameters such as the number of
PU-Txs and PU-Rxs, and the multipath channel lengths of
the frequency selective fading channels between the SUs and
PUs have no impact on the diversity gain and only impact the
coding gain.

Fig. 4 compares the asymptotic outage diversity gain with
the exact outage probability. As P̃T → ∞, the difference
between the exact outage probability and the asymptotic
outage probability becomes negligible for a general value
of (M,N,L1, L2, L3). As in Fig. 2, the asymptotic outage
diversity gain Gd = L1 is clearly seen from the simulations.

Fig. 5 shows the exact and asymptotic outage probability for
various values of P̃I at a fixed (M = 2, N = 2, L1 = 3, L2 =
3, L3 = 2). We see that as P̃I increases, a lower outage
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Ex,L1 = 3, Ip = −1 dB

Fig. 6. Outage probability for various values of L1 at fixed value of Ip and
(M = 2, N = 1, L2 = 2, L3 = 3).

probability is obtained. This figure shows that when µ = const
and P̃I is proportional to P̃T , the diversity gain is zero.
However, when P̃I is not proportional to P̃T , the diversity
gain of Gd = L1 is achieved, as predicted in Corollary 1.

B. Outage Probability: Fixed Interference Power Constraint

In Fig. 6, we plot the outage probability with
fixed interference power constraint. Since γSINR =

min
(
P̃T ,

Ĩp

max
k=1,...,N

{α̃g,k∥gk∥2}

)
≈ Ĩp

max
k=1,...,N

{α̃g,k∥gk∥2}

as µ decreases, Ĩp = Ip/σ
2
n dominates the γSINR. Thus, for

(M = 2, N = 1, L2 = 2, L3 = 3) and L1 = {2, 3}, we
see that an outage probability floor occurs when µ < 3 and
Ĩp is fixed. Although the outage probability decreases with
increasing Ĩp or L1, an outage probability floor is unavoidable
as in [12] and [14]. Confirming our result in (10), we find
that the asymptotic outage diversity gain is zero when the
interference power constraint is fixed.

C. Ergodic Capacity

In Fig. 7, we show the exact and analytical ergodic ca-
pacity for various values of L1 at fixed (M = 2, N =
2, L2 = 3, L3 = 3). We consider two cases of P̃T : 1) P̃T

proportional to Ĩp, which is specified by µ = const; and
2) P̃T is fixed and independent of Ĩp, which is specified by
µ = varying. This figure shows that when µ is constant, the
ergodic capacity increases with increasing L1 due to a higher
multipath gain. However, for a fixed value of P̃T = 10 dB, as
Ĩp increases, P̃T dominates min

(
P̃T ,

Ĩp

max
k=1,...,N

{α̃g,k∥gk∥2}

)
,

since min
(
P̃T ,

Ĩp

max
k=1,...,N

{α̃g,k∥gk∥2}

)
≈ P̃T . Thus, we ob-

serve that although a higher ergodic capacity is achieved
depending on the size of L1, it enters a saturation region for
a fixed value of P̃T .
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Fig. 7. Ergodic capacity for various values of L1 and Ĩp for (M = 2, N =
2, L2 = 3, L3 = 3).
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Fig. 8. Ergodic capacity for various values of M and N for (L1 = 2, L2 =
2, L3 = 2).

In Fig. 8, we investigate the effect of the number of PU-Txs
and PU-Rxs. In this figure, we plot the exact ergodic capacity
for a constant µ and (L1 = 2, L2 = 2, L3 = 2). We can
readily see that as the number of PU-Txs increases, the ergodic
capacity degrades due to increasing interference. For example,
(M = 2, N = 2) vs. (M = 3, N = 2). In addition, as the
number of PU-Rxs increases, a degraded ergodic capacity is
achieved due to greater restriction on peak interference power
at the SU-Tx. For example, note (M = 2, N = 2) vs. (M =
2, N = 3) and (M = 4, N = 2) vs. (M = 4, N = 3).

In Fig. 9, we plot the ergodic capacity versus P̃I for fixed
values of (M = 4, N = 2, L1 = 2, L2 = 2, L3 = 2). As
expected, the ergodic capacity deteriorates with increasing P̃I .
All the curves are parallel, which is implied by (21). As P̃T

increases, the differences between the exact ergodic capaci-
ties and the asymptotic ergodic capacities become negligible.
Given a specified target ergodic capacity, the additional power
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Fig. 9. Ergodic capacity for various values of P̃I for (M = 4, N = 2, L1 =
2, L2 = 2, L3 = 2).

cost ∆P̃T for different P̃I is accurately calculated using (22).
At 5.26 bits/sec/Hz, P̃I = 1 requires an additional 9.8 dB
power cost over P̃I = 0.1. Also, at 4.95 bits/sec/Hz, an
additional 7.1 dB power cost is required for P̃I = 5 over
P̃I = 1.

V. CONCLUSIONS

In this paper, the joint impact of multiple PU-Txs and PU-
Rxs has been examined for cognitive single carrier systems
with underlay spectrum-sharing. We have presented a general
framework for cognitive networks over frequency selective
fading channels with multiple primary transceivers by sta-
tistically characterizing the end-to-end SINR and SIR at the
SU-Rx. Then, we have derived new closed-form analytical
expressions for the outage probability and ergodic capacity.
The asymptotic outage probability and asymptotic ergodic
capacity have also been proposed to provide further insights
into the impact of the power constraints and system parameters
on the secondary system performance. Several important phe-
nomena have been highlighted. Specifically, we have shown
that irrespective of the interference from the PU-Txs, cognitive
single carrier systems display an asymptotic diversity gain
which is equal to the channel impulse length of the secondary
network. However, when the interference power from the PU-
Txs is proportional to the maximum transmit power at the SU-
Tx, we establish that the asymptotic diversity gain diminishes
to zero. Based on asymptotic ergodic capacity, we have shown
that the multiplexing gain is constant and have accurately
calculated the power cost for different network parameters
while maintaining a specified target ergodic capacity.
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APPENDIX A: DERIVATION OF LEMMA 1

The PDF and the CDF of the gamma distributed RV A are,
respectively, given by

fA(x) =
βL1

h

Γ(L1)
xL1−1e−βhxU(x) and

FA(x) =
(
1− e−βhx

L1−1∑
i=0

(βhx)
i

i!

)
U(x). (A.1)

According to the derivations provided in [37], the PDF of the
RV B

△
=
∑M

k=1 P̃Ik α̃f,k∥fk∥2 is given by

fB(x) =

M∑
i=1

L2∑
j=1

(−1)jθi,j
Γ(j)

xj−1e
− x

P̃Ii
α̃f,i U(x). (A.2)

Now using Eqs. (A.1) and (A.2), the CDF of the RV Y is

FY (y) =

∫ ∞

0

fB(x)FA(yx)dx

= 1−
L1−1∑
l=0

(βh)
lyl

Γ(l + 1)

∫ ∞

0

fB(x)e
−βhyx(x)ldx

= 1−
L1−1∑
l=0

(βh)
lyl

Γ(l + 1)

M∑
i=1

L2∑
j=1

(−1)jθi,j
Γ(j)∫ ∞

0

e
−x
(
βhy+

1
P̃Ii

α̃f,i

)
(x)l+j−1dx

= 1−
L1−1∑
l=0

M∑
i=1

L2∑
j=1

(−1)j(βh)
−jθi,jΓ(l + j)

Γ(l + 1)Γ(j)

yl
(
y +

1

βhP̃Ii α̃f,i

)−(l+j)

U(y) (A.3)

which proves (6).

APPENDIX B: DERIVATION OF (7)

For the final form of (4), we need to compute

I1(x) =
∫ ∞

µ

FY (xt/Ĩp)fX(t)dt (B.1)

which is evaluated as

I1(x) = 1− FX(µ)−
∑̃ L1−1∑

l=0

M∑
i=1

L2∑
j=1

Λi,j,l

[
l̃
(
x/Ĩp

)−j

∫ ∞

µ

tl+l̃−1e−β̃gt
(
t+

Ĩp

βhP̃Ii α̃f,ix

)−(l+j)

dt︸ ︷︷ ︸
J1(x)

]
+

∑̃ L1−1∑
l=0

M∑
i=1

L2∑
j=1

Λi,j,l

[
β̃g

(
x/Ĩp

)−j

∫ ∞

µ

tl+l̃e−β̃gt
(
t+

Ĩp

βhP̃Ii α̃f,ix

)−(l+j)

dt︸ ︷︷ ︸
J2(x)

]
. (B.2)

With some computations, we can obtain J1(x) and J2(x).

APPENDIX C: A PROOF OF THEOREM 1

We start the derivation by rewriting the definition of
FY (x/P̃T ), which is given by

FY (x/P̃T ) = Pr
(
A < xB/P̃T

)
= EB

{
FA

(
xB/P̃T

∣∣B)}. (C.1)

For a frequency selective fading channel, FA(xB/P̃T |B) can

be approximated as FA

(
xB
P̃T

∣∣B) P̃T→∞
≈ 1

Γ(L1+1)

(
βhxB

P̃T

)L1

[12]; thus an asymptotic FY (x/P̃T ) is given by

F̃Y (x/P̃T ) =
M∑
i=1

L2∑
j=1

(−1)jθi,j(βh)
L1Γ(L1 + j)(P̃Ii α̃f,i)

L1+j

Γ(j)Γ(L1 + 1)

( x
P̃T

)L1

= Ω1

( x
P̃T

)L1
. (C.2)

Using (C.2), an asymptotic I1(x) can be evaluated as

Ĩ1(x) =

∫ ∞

µ

F̃Y

(
xt/Ĩp

)
fX(t)dt

= Ω1

(
x/µP̃T

)L1

∫ ∞

µ

tL1fX(t)dt. (C.3)

Replacing fX(t) with the corresponding expression in (5), we
have

Ĩ1(x) =
∫ ∞

µ

F̃Y

(
xt/Ĩp

)
fX(t)dt

= Ω1

(
1

µ

)L1 ∑̃[
l̃(β̃g)

−(L1+l̃)Γ(L1 + l̃, µβ̃g)−

β̃g(β̃g)
−(L1+l̃+1)Γ(L1 + l̃ + 1, µβ̃g)

]( x

P̃T

)L1

. (C.4)

Now using (C.2) and (C.4), we can readily obtain the follow-
ing:

Pout(γth) ≈
P̃T →∞,

Ĩp→∞,
µ=const

Ω1

(
FX(µ) + (1/µ)

L1
∑̃[

l̃(β̃g)
−(L1+l̃)

Γ(L1 + l̃, µβ̃g)− (β̃g)
−(L1+l̃)

Γ(L1 + l̃ + 1, µβ̃g)
])(

γth/P̃T

)L1

(C.5)

where Ω1
△
=

M∑
i=1

L2∑
j=1

(−1)jθi,j(βh)
L1Γ(L1 + j)(P̃Ii α̃f,i)

L1+j

Γ(j)Γ(L1 + 1)

and Γ(·, ·) denotes the incomplete gamma function. Thus,
it can be seen that the outage diversity gain as a function
of
(
γth/P̃T

)
is given by Gd = L1. Similarly, the outage

probability at a fixed P̃T is given by

Pout(γth) ≈ Ω2µ
L1 +Ω2

∑̃[
l̃(β̃g)

−(L1+l̃)Γ(L1 + l̃, µβ̃g)−

(β̃g)
−(L1+l̃)Γ(L1 + l̃ + 1, µβ̃g)

]
(C.6)

where Ω2
△
=Ω1

(
γth/Ĩp

)
. From the definition of the outage

diversity gain, (C.6) shows no outage diversity gain.
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APPENDIX D: DERIVATION OF (14)

According to (8) and (12), we rewrite Υ2 as

Υ2 = e−β̃gµ
l+l̃−1∑
p=0

(
l + l̃ − 1

p

)
µl+l̃−1−p(Ĩp)

j~ (D.1)

where

~△
=

∫ ∞

0

x−j

1 + x

(
µ+

Ĩp

βhP̃Ii α̃f,ix

)p−j−l+1

∫ ∞

0

tpe
−β̃g

(
µ+

Ĩp

βhP̃Ii
α̃f,ix

)
t
(1 + t)

−(j+l)
dtdx. (D.2)

Changing variables and the order of integration, ~ is trans-
formed as

~ =

∫ ∞

0

tpe−β̃gt(µ+ t)
−(j+l)

∫ ∞

0

xl

1 + x

(
x+

Ĩp

βhP̃Ii α̃f,i(µ+ t)

)−(j+l)

dxdt. (D.3)

From Υ2 in (12) and (13), the interior integral can be easily
evaluated by substituting Ĩp

βhP̃Ii
α̃f,i(µ+t)

for P̃T

βhP̃Ii
αf,i

. Hence,
we derive (D.3) as (D.4) at the top of the following page. To
evaluate integral Ξ1 in (D.4), we use the following identity [38,
pp. 152]:

(1 + dix)
−υi =

1

Γ (υi)
H1,1

1,1

[
dix|(1−υi,1)

(0,1)

]
(D.5)

where HM,N
A,B [·] denotes Fox’s H-function [39, Eq. 8.3.1.1].

Using (D.5) and [38, Eq. 2.6.2], we obtain Ξ1 as

Ξ1 =
µ−l(β̃g)

−(p+1)

Γ(l)Γ(l + j − k)
H1,1,1,1,1

1,(1:1),0,(1:1) (µβ̃g)
−1

βhP̃Ii
α̃f,i

(βhP̃Ii
α̃f,iµ−Ĩp)β̃g

∣∣∣∣∣∣∣
(1 + p, 1)

(1− l, 1); (1− l − j + k, 1)
−

(0, 1); (0, 1)

. (D.6)

By employing [38, Eq. 2.3.2], (D.6) can be simplified in
terms of the Kampé de Feriét’s function, which is reflected
in (D.9) at the top of the page after next. Using a partial
fraction expansion [33, Eq. (2.102)], the identity in (D.5),

log (1 + z) = H1,0
2,2

[
z

∣∣∣∣∣(1, 1), (1, 1)(1, 1), (0, 1)

]
[38, pp. 152], and [38,

Eq. 2.6.2], Ξ2 in (D.4) is obtained as (D.7) which is pro-
vided on the next page. According to (D.4) and (D.6), we
can directly obtain Ξ3 in (D.4) as (D.8) on the next page.
Substituting (D.6), (D.7), and (D.8) into (D.4), we obtain ~.
Substituting ~ into (D.1), we arrive at ζ, which is expressed
in (D.9). In (D.9), Fϖ:ϑ

ρ:σ [·] is the Kampé de Feriét function

[35] and HK,N,N
′
,M,M

′

E,(A:C),F,(B:D) [·] is the generalized Fox’s H-

function [38, Eq. (2.2.1)]. We also define ∆2,1
△
=2l+j−k−υ1,

∆2,2
△
=2l + j − k − υ2, and ∆1,2

△
=l + j − k − υ2.

APPENDIX E: DERIVATION OF (19)

Using integration by parts, (19) is given by

C∞ =
1

log(2)

[
log(P̃T ) + (1− FX(µ)) log(µ)−

FX(µ)

∫ ∞

0

f̃Y (x) log(1/P̃T+x)dx︸ ︷︷ ︸
Θ1

−

∫ ∞

0

log(1/Ĩp+x)

∫ ∞

µ

tf̃Y (xt)fX(t)dtdx︸ ︷︷ ︸
Θ2

]
(E.1)

where f̃Y (x) is obtained through the derivative of F̃Y (x); that
is, from (A.3), we obtain f̃Y (x) as

f̃Y (x) =

L1−1∑
l=1

(βh)
l
lxl−1

Γ(l + 1)

M∑
i=1

L2∑
j=1

(−1)
j
θi,j

Γ(j)∫ ∞

0

e
−t

(
βhx+

1
P̃Ii

α̃f,i

)
(t)l+j−1dt−

L1−1∑
l=0

(βh)
l+1

xl

Γ(l + 1)

M∑
i=1

L2∑
j=1

(−1)
j
θi,j

Γ(j)∫ ∞

0

e
−t

(
βhx+

1
P̃Ii

α̃f,i

)
(t)l+jdt. (E.2)

As P̃T → ∞, Θ1 becomes asymptotically

Θ1 =

∫ ∞

0

f̃Y (x) log(x)dx. (E.3)

Substituting (E.2) into (E.3) and changing the order
of integration, after some algebraic manipulations,
we obtain (E.4) on the page after next. In (E.4),∫∞
0
xν−1e−µx log(x)dx = 1

µν Γ (ν) [ψ (ν)− lnµ] [33, Eq.
4.352.1] is employed in the derivation of Θ1. Likewise, Θ2

is given asymptotically by

Θ2 =

∫ ∞

0

log(x)

∫ ∞

µ

tf̃Y (xt)fX(t)dtdx. (E.5)

Changing the order of integration, we compute the integral in
(E.5) as

Θ2 =

∫ ∞

µ

tfX(t)

∫ ∞

0

f̃Y (xt) log(x)dxdt

=

∫ ∞

µ

fX(t)
[∫ ∞

0

f̃Y (x) log
(x
t

)
dx
]
dt

=

∫ ∞

µ

fX(t)
[∫ ∞

0

f̃Y (x) log(x)dx+ log(t)
]
dt

=

∫ ∞

µ

fX(t) (Θ1 + log t) dt

= Θ1 (1− FX (µ)) +

∫ ∞

µ

fX(t) log(t)dt︸ ︷︷ ︸
Λ

. (E.6)

Now we need to compute Λ as (E.7) on the page after
next. Using the binomial expansion and [33, Eq. 4.337.5], we
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~ =
l∑

k=0

(
l

k

)(
βhP̃Ii α̃f,i

)j[
(−Ĩp)

l−k
(Ĩp − βhP̃Ii α̃f,iµ)

−(l+j−k)

(
log(Ĩp/βhP̃Ii α̃f,iµ)

∫ ∞

0

tpe−β̃gt(µ+ t)
−l
(
1 +

βhP̃Ii α̃f,i

βhP̃Ii α̃f,iµ− Ĩp
t
)−(l+j−k)

dt︸ ︷︷ ︸
Ξ1

−
∫ ∞

0

tpe−β̃gt(µ+ t)
−l
(
1 +

βhP̃Ii α̃f,i

βhP̃Ii α̃f,iµ− Ĩp
t
)−(l+j−k)

log
(
1 + t/µ

)
dt︸ ︷︷ ︸

Ξ2

)

−
l+j−k∑
τ=2

(−1)
l−k

τ − 1
(Ĩp)

l−k−(τ−1)
(Ĩp − βhP̃Ii α̃f,iµ)

−(l+j−k−τ+1)

∫ ∞

0

tpe−β̃gt(µ+ t)
−l
(
1 +

βhP̃Ii α̃f,i

βhP̃Ii α̃f,iµ− Ĩp
t
)−(l+j−k−τ+1)

dt︸ ︷︷ ︸
Ξ3

]
. (D.4)

Ξ2 =

l∑
υ1=1

(
∆2,1 − 1

l − υ1

)(
− βhP̃Ii α̃f,i

βhP̃Ii α̃f,iµ− Ĩp

)l−υ1
(
1− βhP̃Ii α̃f,iµ

βhP̃Ii α̃f,iµ− Ĩp

)−∆2,1 µ−υ1

Γ(υ1)
(β̃g)

−(p+1)

H1,0,1,1,1
1,(2:1),0,(2:1)

(µβ̃g)−1

(µβ̃g)
−1

∣∣∣∣∣∣∣
(1 + p, 1)

(1, 1), (1, 1); (1− υ1, 1)
−

(1, 1), (0, 1); (0, 1)

+

l+j−k∑
υ2=1

(
∆2,2 − 1

l − 1

)
(−1)l+j−k−υ2

( Ĩp

βhP̃Ii α̃f,i

)−∆2,2 (β̃g)
−(p+1)

Γ(υ2)
H1,0,1,1,1

1,(2:1),0,(2:1)

 (µβ̃g)
−1

βhP̃Ii
α̃f,i

(βhP̃Ii
α̃f,iµ−Ĩp)β̃g

∣∣∣∣∣∣∣
(1 + p, 1)

(1, 1), (1, 1); (1− υ2, 1)
−

(1, 1), (0, 1); (0, 1)

. (D.7)

Ξ3 =
µ−l(β̃g)

−(p+1)

Γ (l) Γ(l + j − k − τ + 1)
H1,1,1,1,1

1,(1:1),0,(1:1)

 (µβ̃g)
−1

βhP̃Ii
α̃f,i

(βhP̃Ii
α̃f,iµ−Ĩp)β̃g

∣∣∣∣∣∣∣
(1 + p, 1)

(1− l, 1); (k + τ − l − j, 1)
−

(0, 1); (0, 1)

. (D.8)

calculate Λ1 as

Λ1 =
l̃−1∑
i=0

(
l̃ − 1

i

)
µl̃−1−i

[Γ(i+ 1)

(β̃g)i+1
log(µ)+

(β̃g)
−i−1

∫ ∞

0

tie−t log
( t

µβ̃g
+ 1
)
dt
]

(E.8)

which is equivalent to the following expression:

Λ1 =
l̃−1∑
i=0

(
l̃ − 1

i

)
µl̃−1−i

(β̃g)i+1

[
Γ(i+ 1) log(µ)+

i∑
j=0

Γ(i+ 1)

Γ(i− j + 1)

(
(−1)i−j−1(µβ̃g)

i−jeµβ̃gEi(−µβ̃g)+

i−j∑
k=1

Γ(k)(−µβ̃g)i−j−k
)]
. (E.9)

Similarly, we can obtain Λ2 as

Λ2 =

l̃∑
i=0

(
l̃

i

)
µl̃−i

(β̃g)i+1

[
Γ (i+1) log(µ)+

i∑
j=0

Γ(i+ 1)

Γ(i− j + 1)

(
(−1)i−j−1(µβ̃g)

i−jeµβ̃gEi(−µβ̃g)+

i−j∑
k=1

Γ(k)(−µβ̃g)i−j−k
)]
. (E.10)

Substituting (E.7) into (E.6), we have

Θ2 = Θ1 (1− FX (µ)) +
∑̃

e−β̃gµ
(
l̃Λ1 − β̃gΛ2

)
. (E.11)

Thus, combining (E.11) and (E.1), we obtain (19).
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ζ = (−Ĩp)l−k(Ĩp − βhP̃Ii α̃f,iµ)
−(l+j−k)

log
( Ĩp

βhP̃Ii α̃f,iµ

)
µ−l(β̃g)

−(p+1)
Γ (1 + p)

F1:1
0:0

[
1 + p : l ; l + j − k ;
− : − ;− ;

−
(
µβ̃g

)−1
,− βhP̃Ii α̃f,i(

βhP̃Ii α̃f,iµ− Ĩp
)
β̃g

]
−

l∑
υ1=1

(
∆2,1 − 1

l − υ1

)(
− βhP̃Ii α̃f,i

βhP̃Ii α̃f,iµ− Ĩp

)l−υ1
(
1− βhP̃Ii α̃f,iµ

βhP̃Ii α̃f,iµ− Ĩp

)−(∆2,1) µ−υ1

Γ (υ1)
(β̃g)

−(p+1)

H1,0,1,1,1
1,(2:1),0,(2:1)

(µβ̃g)−1

(µβ̃g)
−1

∣∣∣∣∣∣∣
(1 + p, 1)

(1, 1), (1, 1); (1− υ1, 1)
−

(1, 1), (0, 1); (0, 1)

−
l+j−k∑
υ2=1

(
∆2,2 − 1

l − 1

)
(−1)

∆1,2

(
Ĩp

βhP̃Ii
α̃f,i

)−(∆2,2)

(β̃g)
−(p+1)

Γ (υ2)
H1,0,1,1,1

1,(2:1),0,(2:1)

 (µβ̃g)
−1

βhP̃Ii
α̃f,i

(βhP̃Ii
α̃f,iµ−Ĩp)β̃g

∣∣∣∣∣∣∣
(1 + p, 1)

(1, 1), (1, 1); (1− υ2, 1)
−

(1, 1), (0, 1); (0, 1)




−
l+j−k∑
τ=2

(−1)
l−k

τ − 1
(Ĩp)

l−k−(τ−1)(Ĩp − βhP̃Ii α̃f,iµ)
−(l+j−k−τ+1)

µ−l(β̃g)
−(p+1)

Γ (1 + p)

F1:1
0:0

[
1 + p : l ; l + j − k − τ + 1 ;
− : − ;− ;

−
(
µβ̃g

)−1
,− βhP̃Ii α̃f,i

(βhP̃Ii α̃f,iµ− Ĩp)β̃g

]
. (D.9)

Θ1 =

L1−1∑
l=1

(βh)
l
l

Γ(l + 1)

M∑
i=1

L2∑
j=1

(−1)
j
θi,j

Γ(j)

∫ ∞

0

e
− t

P̃Ii
α̃f,i (t)

l+j−1
∫ ∞

0

e−tβhxxl−1 log(x)dxdt−

L1−1∑
l=0

(βh)
l+1

Γ(l + 1)

M∑
i=1

L2∑
j=1

(−1)
j
θi,j

Γ(j)

∫ ∞

0

e
− t

P̃Ii
α̃f,i (t)l+j

∫ ∞

0

e−tβhxxl log(x)dxdt

=

L1−1∑
l=1

M∑
i=1

L2∑
j=1

(−1)jθi,j lΓ(l)(P̃Ii α̃f,i)
j

Γ(l + 1)

[
ψ(l)− log(βh)− ψ(j)− log(P̃Ii α̃f,i)

]
−

L1−1∑
l=0

M∑
i=1

L2∑
j=1

(−1)jθi,j(P̃Ii α̃f,i)
j
[
ψ (l + 1)− log(βh)− ψ(j)− log(P̃Ii α̃f,i)

]
. (E.4)

Λ =
∑̃[

l̃

∫ ∞

µ

tl̃−1e−β̃gt log(t)dt− β̃g

∫ ∞

µ

tl̃e−β̃gt log(t)dt
]

=
∑̃

e−β̃gµ
[
l̃

∫ ∞

0

(t+ µ)
l̃−1

e−β̃gt(log(
t

µ
+ 1) + log(µ))dt︸ ︷︷ ︸

Λ1

− β̃g

∫ ∞

0

(t+ µ)
l̃
e−β̃gt(log(

t

µ
+ 1) + log(µ))dt︸ ︷︷ ︸

Λ2

]
. (E.7)
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