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Abstract

The High Efficiency Video Coding standard has recently been extended to support efficient
representation of multiview video and depth-based 3D video formats. The multiview exten-
sion, MV-HEVC, allows efficient coding of multiple camera views and associated auxiliary
pictures, and can be implemented by reusing single-layer decoders without changing the block-
level processing modules since block-level syntax and decoding processes remain unchanged.
Bit rate savings compared to HEVC simulcast are achieved by enabling the use of inter-
view references in motion-compensated prediction. The more advanced 3D video extension,
3D-HEVC, targets a coded representation consisting of multiple views and associated depth
maps, as required for generating additional intermediate views in advanced 3D displays. Ad-
ditional bit rate reduction compared to MV-HEVC is achieved by specifying new block-level
video coding tools, which explicitly exploit statistical dependencies between video texture
and depth, and specifically adapt to the properties of depth maps. The technical concepts
and features of both extensions are presented in this paper.
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Abstract—The High Efficiency Video Coding standard has re-
cently been extended to support efficient represeation of mul-
tiview video and depth-based 3D video formats. Thenultiview
extension, MV-HEVC, allows efficient coding of muliple camera
views and associated auxiliary pictures, and can benplemented
by reusing single-layer decoders without changinghe block-level
processing modules since block-level syntax and aeting pro-
cesses remain unchanged. Bit rate savings comparéal HEVC
simulcast are achieved by enabling the use of intatew refer-
ences in motion-compensated prediction. The more wdnced 3D
video extension, 3D-HEVC, targets a coded represetton con-
sisting of multiple views and associated depth mapss required
for generating additional intermediate views in adanced 3D
displays. Additional bit rate reduction compared toMV-HEVC is
achieved by specifying new block-level video codinols, which
explicitly exploit statistical dependencies betweenideo texture
and depth, and specifically adapt to the propertiesf depth maps.
The technical concepts and features of both extewsis are pre-
sented in this paper.

Index Terms—High Efficiency Video Coding (HEVC), Mul-
tiview HEVC (MV-HEVC), 3D-HEVC, Joint Collaborative Team
on 3D Video Coding Extensions (JCT-3V), Moving Picatre Ex-
perts Group (MPEG), Video Coding Experts Group (VCEG),
standards, video compression.

I. INTRODUCTION

der these views with acceptable quality, it is ddse to use
high-quality depth maps, which need to be represki@nd
coded along with the texture. Depth maps can bienattd
from a stereo or multi-camera setup using sterecespond-
ence techniques [4]. They could also be acquired bgecial
depth camera; this particular area has seen nadalbknces in
recent years with designs based on structured [ijtdr time-
of-flight based imaging [6]. Finally, depth inforti@n is an
integral part of computer-generated imagery, wligchopular
in many cinema productions.

To address the above needs and leverage the $tite-art
compression capabilities offered by the High Eéfiaty Video
Coding (HEVC) standard [7][8], a vision for the mex
generation 3D video format was published by MPEBWi#h
the aim to develop a 3D video format that couldlitate the
generation of intermediate views with high compi@s€apa-
bilities in order to support advanced stereoscdfsplay func-
tionality and emerging auto-stereoscopic displddlowing
this, a reference framework that utilized depthellagmage
rendering was prepared so that candidate technaloglg be
evaluated. A key challenge was generating highityudépth
maps for the available multiview video sequences @nepar-
ing anchor material with sufficiently high qualiti. was also
critically important to define an appropriate ealan proce-
dure, as no well-defined process for evaluatingithigact of

3D applications have attracted wide interest in receifepth coding and rendering results existed. It wéimately
years. While much of the emphasis has been on-stefgcided to measure the PSNR of both coded and esint

oscopic displays, which require glasses to enabfghdper-
ception, a new generation of auto-stereoscopidalispwhich
emit different pictures depending on the positidnttee ob-

server's eyes and do not require glasses for vigwdre start-
ing to emerge and become commercially availabl2][1The

latter often employ depth-based image renderingrigcies to
generate a dense set of views to the scene [8rder to ren-
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views as well as subjectively assess the qualitgtereoscopic
and autostereoscopic multiview displays.

In 2011, a Call for Proposals (CfP) was issued thase a
specified set of requirements and the defined e pro-
cedure [10], which solicited technology contributofor both
the AVC (Advanced Video Coding) and HEVC coding
frameworks. The responses demonstrated that suiastan
benefit over existing standards could be achied¥ada result,
the ISO/IEC MPEG and ITU-T VCEG standardization iesd
established the Joint Collaborative Team on 3D ¥i@eding
Extensions Development (JCT-3V) in July 2012, maedido
develop next-generation 3D coding standards withenaal-
vanced compression capability and support for ®githof
additional perspective views, covering both AVC atidVvC
based extensions. For the HEVC development, avastion
of the reference software was contributed by prepts of
top-performing responses to the CfP [11]. Basedhissoft-
ware platform, which also included tools for vieynthesis



and synthesized view distortion based rate-distortiptimiza-
tion [12], a range of core experiments were corgtliciver a
period of three years in order to develop all maspects of
the specifications that are described in this papsrpart of
this, the JCT-3V has developed two extensions f&iva,
namely the Multiview HEVC (MV-HEVC) [13], which is
integrated in the second edition of the standa#d, [And 3D-
HEVC [15], which was completed in February 2015 awildl
be part of the third edition.

AU 0 AU 1 LIAR: ALY
texture depth texture depth
= 3D-HEVC
< < Al ——— | 22ZhVR
S picture in [~ picture in texture only
/| Ttayero €7 layer 0 |_|C 3D-HEVC
5 Y <™ picture in <11 picture in ettt
] »| layer1 [T »| layer 1
= X X _ ,
J e sy o ey
; picture in [ \ Al picture in N between:
k) layer 2 C layer 2 C A: AUs
. I picture in ‘\ picture in | V- views
layer 3 £ layer 3 C: compo-

nents

MV-HEVC comprises only high-level syntax (HLS) addi Fig. 1. Typical coding structure and picture demamies of MVHEVC, anc

tions and can thus be implemented using existingleilayer
decoding cores. Higher compression (compared talsast)
is achieved by exploiting redundancy between differcam-
era views of the same scene. 3D-HEVC aims to cosspitee
video-plus-depth format more efficiently by intraging new
compression tools that a) explicitly address thigusn charac-
teristics of depth maps, and b) exploit dependesnbetween
multiple views as well as between video texture degth.
Due to this, 3D-HEVC provides further benefits paiify in
application scenarios requiring video texture aagtd as e.g.
more advanced 3D displays.

It is noted that MV-HEVC follows the same desigimpiple
as multiview video coding (MVC), the multiview exison of

H.264/MPEG-4 AVC [16][17]. Moreover, since MV-HEVC

and 3D-HEVC were developed in parallel with thelaok
extension of HEVC (SHVC [18]), all extensions sharbasic
inter-layer prediction design utilizing almost tekame HLS.
The common design enables a single texture base teide

extracted from MV-HEVC, SHVC and 3D-HEVC bitstreams

which is decodable by a Main profile compliant HEEcod-
er. Also, a 3D-HEVC encoder can generate a bitstrézat
allows the stereoscopic texture views to be decdumedn
MV-HEVC decoder. Further aspects of these desigitisbe
explained in the following sections.

The rest of this paper is organized as followsthi@ next
section, basic concepts of multi-layer coding in\ME are
explained. Section Ill outlines the specific aspaaitthe HLS

design for MV-HEVC and 3D-HEVC. Section IV descrbe

the new coding tools that are specified in 3D-HE\S&c-
tion V provides definitions of conformance poinig., pro-
files defined for MV-HEVC and 3D-HEVC. Section Ve+
ports the compression performance of the two eidems
Conclusions and outlook are given in Section Vlbté&that

additional dependencies for 3D-HEVC texture-onlyling and 3DHEVC
texture-and-depth coding.

camera perspective. All layers belonging to the es@aimera
perspective are denoted as a view; whereas lagengtg the
same type of information (e.g., texture or deptl® asually
called components in the scope of 3D video (andishaot be
mistaken in the following with the color componentsmpos-
ing a picture as defined in HEVC [7]).

Fig. 1 shows a typical coding structure for pictrmclud-
ing four layers of two views and two componentst{iee and
depth) for each of the shown two time instances:dBgign
choice, all pictures associated with the same ceggfwr dis-
play time instance are contained in one access(Abl} and
have the same picture order count (POC). The lafytire first
picture within an AU is usually denoted as the bhseer.
Unless the base layer is external (e.g., when ubiytgrid
codec scalability as described in Section Ill.Ai7)s required
to conform to an HEVC single-layer profile, and berio be
the texture component of the base view. The lapérthe
pictures following the base layer picture in an Ak¢ denoted
as enhancement layers or non-base layers, andetvs wother
than the base view are denoted as enhancement wrem-
base views. In an AU the order of views is requi@de the
same for all components. To facilitate combinedirgdit is
further required in 3D-HEVC that the depth compdneia
particular view immediately follows its texture cpaonent. An
overview of dependencies between pictures in diffetfayers
and AUs is depicted in Fig. 1 and further discusbetbw.
Note that enhancement-layer random access pointregare
usually coded using inter-layer prediction, thus aot neces-
sarily only intra-picture predicted.

A.MV-HEVC Inter-Layer Prediction
A key benefit of the MV-HEVC architecture is thatdioes

only the MV-HEVC and 3D-HEVC extension parts of HEV ¢ change the syntax or decoding process reqtoredEVC

are discussed in this paper, while a descriptiorthef first
edition of HEVC [7] can be found in [8].

Il. MULTI-LAYER CODING DESIGN

single-layer coding below the slice level. Thioals re-use of
existing implementations without major changes Hailding
MV-HEVC decoders.

Beyond conventional temporal inter-picture prediati

MV- and 3D-HEVC, as well as SHVC, employ a multi-(marked (A) in Fig. 1), using pictures of the sawrew and

layer approach where different HEVC-coded repregants

of video sequences, called layers, are multipleix¢d one

bitstream and can depend on each other. Dependeaoie
created by inter-layer prediction to achieve insesh com-
pression performance by exploiting similarities awgaliffer-

ent layers.

In MV- and 3D-HEVC a layer can represent textureptt
or other auxiliary information of a scene relatedatparticular

component however in different AUs, MV-HEVC allows
prediction from pictures in the same AU and compbioit in
different views, in the following denoted as intéew predic-
tion (V). For this, the decoded pictures from othEws are
inserted into one or both of the reference pictists of a
current picture. As in MVC [16], a concept is folled where
temporal reference pictures of the same view ate-iew
reference pictures of the same time instance cpaaapn any



positions of the reference picture list. HowevetyYdMEVC
uses a more flexible reference picture managemesigd, as
discussed in Section III.

This way, the motion vectors (MVs) may be actuaigeral
motion vectors (subsequently denoted as TMVSs) whdated
to temporal reference pictures of the same viewmay be
disparity MVs (DMVs) when related to inter-view esénce
pictures. Existing block-level HEVC motion competisa
modules can be used which operate the same waydtegs
of whether an MV is a TMV or a DMV.

In HEVC single-layer coding, motion information (Mahd
reference index) for a current prediction block YRan be
coded in merge mode or using advanced motion vecéeatic-
tion (AMVP). In both modes a list of candidatescigated
from the motion information of spatial or temporeighbor-
ing PBs. In this process MVs from neighboring bleckay be
temporally scaled, by 1) multiplying the POC difface be-
tween the picture of the current PB and its refegepicture;
and 2) dividing the POC difference between theypecbf the
neighboring PB and its reference picture.

In MV-HEVC, pictures in the same AU are coded witle
same POC, therefore the POC of an inter-view rafarepic-
ture is the same as the current picture and the ddaling
might fail due to a division or multiplication bym. To avoid
this, inter-view reference pictures in MV-HEVC aaévays
marked as long-term reference pictures. This wamegha-
nism of the block-level design in HEVC version &férred to
as motion hook) can be used, which disables scalingVs
associated with long-term reference pictures [Mdreover,
since DMVs are related to spatial distance and TNtv/&em-
poral distance, prediction between DMVs and TMVméffi-
cient. Therefore, an MV of a neighboring PB canabeandi-
date for the current PB in HEVC single-layer codiogly
when the related reference pictures of the cureert the
neighboring PB are both marked as long-term retergyic-
tures or are both marked as short-term refererstarps. The
motion hook as described above allows MV-HEVC t6- ef
ciently reuse motion prediction in HEVC single-laymding
with the HLS-changes-only design.

B.3D-HEVC Inter-Layer Prediction

For increased compression performance, 3D-HEVCnelste
MV-HEVC by allowing new types of inter-layer pretan.
As indicated in Fig. 1, the new prediction types:a) com-
bined temporal and inter-view prediction (A+V),eging to a
picture in the same component but in a different &tdl a
different view; b) inter-component prediction (C§ferring to
pictures in the same AU and view but in a differeampo-
nent; and c) combined inter-component and intew\peedic-
tion (C+V), referring to pictures in the same AUt i a dif-
ferent view and component. A further design chaogm-
pared to MV-HEVC is that, besides sample and moitidor-
mation, residual, disparity and partitioning infation can
also be predicted or inferred. A detailed overvigfindepend-
encies and reference and predicted informationDpHEVC
coding techniques is provided in Table I.

C.Limitations of Inter-Layer Prediction

Since inter-view prediction in both MV- and 3D-HEVIE
achieved through block-based disparity compensafion
contrast to full epipolar geometric transformatiprike coding
tools described in this paper are most efficienemwthe view
signals are aligned in a one-dimension linear aoplanar
arrangement. This can be achieved through camé¢vp se
pre-processing of the sequences through a retiificgro-
cess. While the standard does not impose any lioviis re-
garding the arrangement of multiview video sequsentke
coding efficiency can be expected to decrease where is
significant misalignment, similar as with MVC [20].

A second assumption is that texture and depth f@istin
the same AU and view are spatially aligned (or hbeen
appropriately registered), such that samples aalgopsitions
represent the same point of the depicted sceribeyfare not
aligned, the effectiveness of coding tools withepehdency
between texture and depth components decreases.

I1l. MV- AND 3D-HEVCHIGH-LEVEL SYNTAX

High-level syntax (HLS) is an integral part of al&d codec.
An important part of it is the network abstractlager (NAL),
providing a (generic) interface of a video codedq\arious)
networks/systems. HEVC (single-layer coding) HLS swa
designed with significant consideration of exteitigjbmech-
anisms. These are also referred to as hooks, waskcally
allow future extensions to be backward compatibledrlier
versions of the standard. Important HLS hooks invEBEn-
clude: a) Inclusion of layer identifier (ID) in thdAL unit
header, whereby the same NAL unit header syntakespio
both HEVC single-layer coding and its multi-layetensions;
b) Introduction of the video parameter set (VP)jolr was
introduced mainly for use with multi-layer extensp as VPS
contains cross-layer information; c¢) Introductiointioe layer
set concept and the associated signaling of maygH hypo-
thetical reference decoder (HRD) parameters; d)ithuod of
extensibility for all types of parameter sets afidesheader,
which allows the same syntax structures to be tdisedboth
the base layer and enhancement layers withoutidgfinew
NAL unit types and to be further extended in theufe when
needed.

A common HLS framework has been jointly developed f
MV-HEVC (which is largely applicable to 3D-HEVC asll)
and SHVC. This section focuses on the new HLS featu
developed for the three multi-layer HEVC extensiaosn-
pared to HEVC single layer coding HLS, for which aver-
view can be found in [21]. After the discussiortltd common
HLS, deviations of the 3D-HEVC HLS from MV-HEVC HLS
are highlighted.

A.Common HLS for Layered HEVC Extensions

1) Parameter Set and Slice Segment Header Extensions:

The VPS has been extended by adding the VPS eatensi
structure to the end, which mainly includes infotiora on: a)
Scalability type and mapping of NAL unit headerdayD to

scalability IDs; b) Layer dependency, dependengetyand
independent layers; c) Layer sets and output Isges; d) Sub-



layers and inter-layer dependency of sub-layersPmfile,

tier, and level (PTL); f) Representation formats@lition, bit
depth, color format, etc.); g) Decoded picture buffDPB)
size; h) Cross-layer video usability informationUl, which

includes information on cross-layer picture typérahnent,
cross-layer intra random access point (IRAP) petalign-
ment, bit rate and picture rate of layer sets, wisignal format
(color primaries, transfer characteristics, etagage of tiles
and wavefronts and other enabled parallel procgssipabili-
ties, and additional HRD parameters.

It should be noted that the VPS applies to all dgyevhile
in the AU decoding order dimension it applies frtime first
AU where it is activated up to the AU when it isadBvated.
Different layers (including the base layer and a-bhase lay-
er) may either share the same sequence parame{&Ps) or
use different SPSs. Pictures of different layerdlds can also
share the same picture parameter set (PPS) or ifieeeiok
PPSs. To enable sharing of SPS and PPS, all SR&s the
same value space of their SPS IDs, regardlessedfager ID
values in their NAL unit headers; the same is fone®PSs.

Among other smaller extensions, the slice segmentér
has been extended in a backward compatible mannadd-
ing the following information: a) The discardablad that
indicates whether the picture is used for at lesst of tem-
poral inter-picture prediction and inter-layer potidn or
neither (when neither applies the picture can lszatded
without affecting the decoding of any other pictuie the
same layer or other layers); b) A flag that indésatwhether
an instantaneous decoder refresh (IDR) picture bgstream
splicing point (if yes, then pictures from earl&ds would be
unavailable as references for pictures of any lastarting
from the current AU); c) Information on lower-laypictures
used by the current picture for inter-layer predict and d)
POC resetting and POC most significant bits (MSEpr-
mation. The latter two sets of information are uaedhe basis
for derivation of the inter-layer reference pictset (RPS) and
for guaranteeing cross-layer POC alignment, botiwta€h are
discussed later.

2) Layer and Scalability IdentificatiorEach layer is associ-
ated with a unique layer ID, which must be incregsacross
pictures of different layers in decoding order withn AU. In
addition, a layer is associated with scalabilitys IBpecifying
its content, which are derived from the VPS extemsind
denoted as view order index (VOI) and auxiliary ID.

All layers of a view have the same VOI. The VOIrés
quired to be increasing in decoding order of viefsrther-
more, a view ID value is signaled for each VOI, ethtan be
chosen without constraints, but should indicate Wew's
camera position (e.g., in a linear setup).

The auxiliary ID signals whether a layer is an faxy pic-
ture layer carrying depth, alpha or other userrgefiauxiliary
data. By design choice, auxiliary picture layersehao nor-
mative impact on the decoding of non-auxiliary pietlayers
(denoted as primary picture layers).

Layer sets are signaled in the base part of the. \DR8ng the
development of the common multi-layer HLS, two teth
concepts, namely output layer sets (OLSs) and iadditlayer
sets, were further introduced. An OLS is a lay¢osan addi-
tional layer set for which the target output layars specified.
Non-target-output layers are for example thosertayeat are
used only for inter-layer prediction but not fortput/display.
An OLS can have two layers for output (e.g., stecepic
viewing) but contain three layers. An HEVC singigdr
decoder would only process one target output layer, the
base layer, regardless of how many layers the lageicon-
tains. This is the reason why the concept of OL&s wot
needed in HEVC version 1.

An additional layer set is a set of independentgatiable
layers that does not contain the base layer. Fameple, if a
bitstream contains two simulcast (i.e., indepengenbded)
layers, then the non-base layer itself can be deduin an
additional layer set. This concept can also be tdisedignal-
ing the PTL for auxiliary picture layers, which awnsually
coded independently from the primary picture laydesr
example, a depth or alpha (i.e., transparency)liauxipicture
layer can be included in an additional layer set endicated
to conform to the Monochrome (8 bit) profile, redjass of
which single-layer profile the base (primary piegfudayer
conforms to. Without such a design, many more |&®fi
would need to be defined to handle all combinatiohauxil-
iary picture layers with single-layer profiles. Tealize the
benefits of this design, a hypothetical independeni-base
layer rewriting process was specified, which "tcotes"
independent non-base layers to a bitstream thdbweos to a
single-layer profile.

By design choice, an additional layer set is alldwe con-
tain more than one layer, e.g., three layers vaijled 1D values
equal to 3, 4, and 5, where the layer with layeetidal to 3 is
an independent non-base layer. Along with this tstream
extraction process for additional layer sets waeciied.
While the extracted sub-bitstream does not congibase
layer, it is still a conforming bitstream, i.e.,ettmulti-layer
extensions of HEVC allow for a conforming multi-&ybit-
stream to not contain the base layer, and comptianbding
of the bitstream may not involve the base layeallat

4) Profile, Tier, and Level (PTL)XCompared to earlier mul-
ti-layer video coding standards, a fundamentall§fedént
approach was taken for MV-HEVC and SHVC for thecsjpe
cation and signaling of interoperability pointe(j.PTL in the
context of HEVC and its extensions). Rather thagcgping
PTL for an operation point that contains a setgéls, PTL is
specified and signaled in a layer-specific manmerMV-
HEVC and SHVC. Consequently, a decoder that is &ble
decode two-layer bitstreams with 1080p@30fps at lthse
layer and 1080p@60fps at the enhancement layerdsieou
press its capability as a list of two PTLs equinal® {Main
profile Main tier Level 4, Multiview Main profile Min tier
Level 4.1}. A key advantage of this design is titdacilitates

3) Layer SetsThe concept of layer sets was already introeasy decoding of multiple layers by reusing singier de-

duced in HEVC version 1. A layer set is a set dijpendently
decodable layers that conventionally contains taseblayer.

coders. If PTL was specified for the two layersetitgr, then
the decoder would need to be able to decode theayay



bitstreams with both the base and enhancementslagér
1080p@60fps, causing overprovisioning of resources.

5) RPS and Reference Picture List Constructionaddition
to the five RPS lists
RefPicSetStCurrAfter, RefPicSetStFoll, RefPicSetittC and
RefPicSetLtFoll) defined in HEVC version 1, two raoRPS
lists, RefPicSetinterLayer0 and RefPicSetinterLaygtenot-
ed as RpsILO and RpslIL1, respectivelyere introduced to
contain inter-layer reference pictures. Given aenirpicture,
those inter-layer reference pictures are included fwo sets
depending on whether they have view ID values great
smaller than the current picture. If the base Vs a greater
view ID than the current picture, then those withager view
IDs are included into RpsILO and those with smaliew IDs
into RpsIL1, and vice versa. The derivation of RBskand
RpsIL1 is based on VPS extension signaling (of dlalepend-
ency and inter-layer dependency of sub-layers)alkasg slice
header signaling (of lower-layer pictures used ty turrent
picture for inter-layer prediction).

When constructing the initial reference picturd Qis(i.e.,
RefPicListTemp0), pictures in RpsILO are insertedniediate-
ly after pictures in RefPicSetStCurrBefore, andtyries in
RpsIL1 are inserted last, after pictures in RefBit&urr.
When constructing the initial reference picturet lis(i.e.,
RefPicListTempl), pictures in RpslL1 are insertedniediate-
ly after pictures in RefPicSetStCurrAfter, and pres in
RpsILO are inserted last, after pictures in RefBit&urr.
Otherwise the reference picture list constructioocpss stays
the same as for HEVC single-layer coding.

the design should still enable a conforming decgdiehavior
to work with layer and sub-layer switching, inclndicascad-
ed switching behavior. This is achieved by a POS§ktting

(RefPicSetStCurrBeforeapproach.

The basic idea of POC resetting is to reset the RalGe
when decoding a non-IRAP picture (as determinedthsy
POC derivation process in HEVC version 1), such thea
final POC values of pictures of all layers of the) Are identi-
cal. In addition, to ensure that POC values ofypes in earli-
er AUs are also cross-layer aligned and that PQta galues
of pictures within each layer remain proportioraltie asso-
ciated presentation time delta values, POC valdiggctures
in earlier AUs are reduced by a specified amoug}.[2

To work with all possible layering structures asllvas
some picture loss situations, the POC resettingpges speci-
fied based on a POC resetting period ID that isooptly
signaled in the slice header [23]. Each non-IRA&uype that
belongs to an AU that contains at least one IRAfupé must
be the start of a POC resetting period in the laymtaining
the non-IRAP picture. In that AU, each picture wbble the
start of a POC resetting period in the layer coritg the
picture. POC resetting and the decreasing of POGesaof
same-layer pictures are applied only for the fiisture within
each POC resetting period, such that these opesatiould
not be performed more than necessary; otherwise Ya(es
would be corrupted.

7) Hybrid Codec Scalability and Multiview Suppoithe
HEVC multi-layer extensions support the base lalyeing
coded by other codecs, e.g., AVC. A simple approaels

6) Random Access, Layer Switching, and Bitstream Splitaken for this functionality by specifying the nesary ele-
ing: Compared to AVC, HEVC provides more flexible andnents of a conceptual interface by which the bagerlmay

convenient random access and splicing operationg|llbw-
ing conforming bitstreams to start with a cleand@mn access
(CRA) or broken link access (BLA) picture. In adlit, MV-
HEVC and SHVC support 1) non-cross-layer alignedPR
pictures, i.e., it is allowed in an AU to have IRARtures at
some layers and non-IRAP pictures at other layend, 2) a
conforming bitstream can start with any type of RRAU,
including an IRAP AU where the base layer pictusean
IRAP picture while (some of) the enhancement lgyetures
are non-IRAP pictures. The latter allows easy smliof mul-
ti-layer bitstreams at any type of IRAP AU and ramdac-
cessing from such AUs. Non-cross-layer aligned IRgi&
tures also allow for flexible layer switching.

To support non-cross-layer aligned IRAP picturls, mul-
ti-layer POC design needs to ensure that all péstim an AU
have the same POC value. The design principlefésresl to
as cross-layer POC alignment and is required tblersa cor-
rect in-layer RPS derivation and a correct outprudeo of
pictures of target output layers.

The multi-layer HEVC design allows extremely flebdb
layering structures. Basically, a picture of anyelamay be
absent at any AU. For example, the highest layevdDe can

be provided by the system environment in some mathiag is
not specified within the HEVC standard. Basicaliycept for
information on the representation format and whethe base
layer is a target output layer as signaled in tRS\éxtension,
no other information about the base layer is inetuih the
bitstream (as input to the enhancement-layer dey.ode

8) Hypothetical Reference Decoder (HRO)he main new
developments of the HRD compared to HEVC versian-1
clude the following three aspects relevant for Mahd 3D-
HEVC. Firstly, the bitstream conformance tests Hjget for
HEVC version 1 are classified into two sets anthiedtset is
additionally specified. The first set of tests @ festing the
conformance of the entire bitstream and its tempsubsets.
The second set of bitstream conformance testsrisef&ting
the conformance of the layer sets specified byatttere VPS
and their temporal subsets. For the first and stc®is of
tests, only the base layer pictures are decodedotired pic-
tures are ignored by the decoder. The third saestk is for
testing the conformance of the OLSs specified ia ¥PS
extension and their temporal subsets.

The second aspect is the introduction of bitstrgamtition
(BP) specific coded picture buffer (CPB) operationkerein

vary from AU to AU, which was disallowed in SVC andeach BP contains one or more layers, and CPB pseesrier

MVC. Such flexibilities imposed a great challenge the
multi-layer POC design. In addition, although astogéam after
layer or sub-layer switching is not required todemforming,

each BP can be signaled and applied. These pananceie be
utilized by transport systems that transmit différeets of
layers in different physical or logical channelsiecextreme



TABLE |
OVERVIEW OF 3D-HEVC TEXTURE AND DEPTHCODING TOOLS, DEPENDENCIES AND REFERENCE ANDPREDICTED INFORMATION

Technique Abbr. | Description Dependency| Ref. Pred| Sec.
Neighboring block disparity vectgiNBDV | Derives predicted disparity information (PBd¢y a CU V, A M,D | D IV-Al
Extended TMVP for merge - Extends TMVP to also operate for kviemv prediction V, A M M IV-C1
Inter-view motion predictioh® IV, IVs | Uses PDI for inter-view prediction of merge carades Y M M IV-C4

g Disparity information merge carid.Dl, Dls | Uses PDI directly as a merge candidate - - M IV-C2

% | Residual predictich RP Predicts residual from a different view or AU JAJAYY S, M |S,R IV-D1

& | llumination compensation IC Adapts an inter-vieawsple prediction to the current view A S S 1IV-D2
Depth refinemerit DR Improves PDI using disparity from a depth map +VC S D IV-A2
View synthesis predictidrt VSP Derives merge candidates from samples of thd¥pck C+V, | S M IV-C6
Depth based block partitionihg | DBBP | Subdivides an inter-pic. predicted CB based depth block| C+V,V,A | S S IV-D3
Inter-view motion prediction \ Uses a default disity value to predict a merge candidate \% M M M-C
Full sample motion accuracy - Reduces ringingaati and complexity - - - IV-D4
Intra_Wedge mode - Subdivides a PB by a straight line and predid&sD | S S IV-E1

< | Intra-pic. skip / Intra_Single mode - Signals aguar mode or a single value for the entire CB | S |S IV-E2

& | DC offsets / DC-only mode - Codes residual DC exihi/ skips transform coefficients - - - IV-F1

O | Depth look-up table DLT Quantizes the residual D@-finearly - - - IV-F2
Quadtree limitation QTL Derives a depth CB partitigy from texture C P P IV-B
Texture merge candiddte T Derives a merge candidate from texture C M M ay-
Intra_Contour mode - Predicts a PB subdivision fterture and predicts DCs C, | S S IV-E1

Dependency from picture in different: V) View; Cp@ponent A) AU; A+V) AU and View; C+V) ComponentdNiew; ) Intra-picture.
Reference and predicted information: M) Motion;ED)I; S) Sample; R) Residual; P) Partitioning syntax
Temporal motion vector predictiofUsing sub-block partition (SBP) motion accuracy-{I8). *Depends on NBDV*For RP from a different AU only.

example is one channel for each layer. The layecifip CPB
parameters are also a basis for defining the sécsaott layer
specific PTL. The third aspect is the layer spediiPB man-
agement operations, where each layer exclusively iis own
sub-DPB. To ensure the design works with (cascatisay
switching behavior, sharing of a particular memonyt across
layers is disallowed.

parameters can be present in a VPS extension (agestant)
or the slice header (when varying over time). Canparame-
ters allow the conversion of values of a depthypetto dis-
parities by scaling and offsetting and are requibydVSP
(Section 1V.C.6) and depth refinement (Section N2)A A
depth look-up table (DLT), utilized as describedSection
IV.F.2, can be signaled in a PPS extension.

9) SEI MessagesSElI messages in HEVC version 1 have Lastly, the alternative depth information SEI messaro-

been adapted to be applicable in the multi-layertexs, in a
backward compatible fashion, some of them with ifiicamt
semantics changes. In addition, some new SEl messa@g
specified that apply to all multi-layer HEVC extéorss
Furthermore, the following new SEI messages areifipe

vides information required for alternative rendgritech-
nigues, based on global depth maps or warping.

IV. 3D-HEVCVIDEO CODING TECHNIQUES
An overview of the 3D-HEVC texture and depth coding

for MV-HEVC and 3D-HEVC: the 3D reference displaysiools is provided in Table I. Texture coding togisovide

information SEI message, the depth representatimnmation
SEl message, the multiview scene information SE$gage,
the multiview acquisition information SEI messagad the
multiview view position SEI message. The latterethicorre-
spond to the SEI messages of the same name in MVC.

B.3D-HEVC Specific HLS

The MV-HEVC HLS provides generic support for muétier
extensions, therefore only a few additional HLSdess have
been introduced in 3D-HEVC to support the signabidepth
layers, additional reference layers, tool paranseterd a new
SEl message, as described in the following.

In MV-HEVC, the auxiliary ID can be used to signhat a
layer is carrying depth. In 3D-HEVC a new scalaypiliD
element called depth flag has been introduced.ohtrast to
layers indicating depth by the auxiliary ID, layersabling the
depth flag can use the new 3D-HEVC coding tools.

Reference layers additionally required for new ridsger
prediction methods are signaled in the VPS as inINBX/C.
However, when a reference picture list is consedgctonly
pictures from the current component are includegthsthat
inter-component sample prediction is avoided.

Enabling flags for several of the tools shown irbled are
signaled in an additional SPS extension. Moreoeamera

increased compression performance by applying neer-i
view prediction techniques, or enhancing existing Some
of the texture coding tools derive disparity foteinview pre-
diction, or segmentation information from sampldésaon al-
ready decoded depth layer. These depth-dependdmntigeies
can be disabled when texture-only coding is peréatm

Improved coding of depth maps has also been intediu
into 3D-HEVC. Since depth maps typically contaimtuge-
neous areas separated by sharp edges, new intuaepre-
diction and residual coding methods have been fipécio
account for these unique signal characteristicditiahally,
new depth coding tools that allow for inter-viewegiction of
motion or the prediction of motion and partitionirmgfor-
mation from texture layers have also been specified

Some of the new prediction techniques allow préafict
with higher accuracy by introducing sub-block pantiing
(SBP), which in some cases can also sub-divideedigtion
block into two parts with a non-rectangular shape.

In the remainder of this section the 3D-HEVC dengdi
processes as listed in Table | are discussed mldét new
module, which forms the basis for several 3D-HE6GI4, is
disparity derivation (IV.A). Further techniques nifyd or
extend existing HEVC single-layer coding procedse®lock



partitioning (IV.B), motion prediction (IV.C), intepicture
sample prediction (IV.D), intra-picture sample potion

(IV.E), and residual coding (IV.F). By design chmiseveral
core elements of HEVC such as entropy coding, abig,

sample adaptive offset (SAQO), coding of quantizeehgform
coefficients, the transform tree (except conditiorsits pres-
ence), and AMVP have not been modified.

A.Disparity Derivation

The majority of 3D-HEVC coding techniques are based
inter-view prediction, wherein sample values, pcédn re-
siduals, sub-partitioning, or motion informationablock in a
picture of the current view are predicted from #emence
block in a picture of a different view. To find aference
block, the disparity derivation process is involkédhe coding
unit (CU) level to provide a VOI of a referencewiéRV), to
be used for inter-view prediction, and a predictBsparity
vector (PDV). The PDV indicates the spatial displaent of
the reference block in the RV relative to the positof the
coding block (CB) in the current picture. In thdldaving, the
reference view order index (RVOI) and the assodi&®®V
are referred to as predicted disparity informat{®®l). The
PDI for texture layers is derived as describechim following
sections. For simplicity, the PDI for depth layésconstant
for a slice and correspond to an available referesew and a
disparity vector derived from a depth value of X&8 8 bit
sample precision).

1) Neighboring Block Disparity Vector (NBDVINBDV
operates without referring to depth layers to altbe predic-
tion of PDI for applications in which only the texé infor-
mation is of interest (referred to as texture-oobging). As
such, the PDI is derived from motion informationtefporal-
ly and spatially neighboring blocks [24].

The temporally neighboring blocks are located io differ-
ent pictures. The first picture is the collocateference pic-
ture, which is the picture signaled for temporaltiom vector
prediction (TMVP) [8]. The second picture is chosanong
the temporal reference pictures, where the one twihiay
have blocks more likely to be coded using DMVsatested
[22]. The two temporally neighboring blocks covhe tposi-

SBPs: Tommmam PDV"'L; "]-3-- g 7| JEid i 1
T (8x8) |7 T° Bom i NN 7
IV (8x8) z EE 5
X X
VSP (8x4) 7 g A
—_— Col 7] [ 1
‘ otltllc?nst CﬂJ Gl 5 i B
in :ul‘l?n e E2E N 7
picture: [ = =
ol FA #
" i]Al a
Positions Ao current block LCol
in reference
pictures: in || O Col Cy |0 Cpp|® T |E IV | H IVs| BVSP
AU other |cur. other |cur. cur. cur. cur.
View |[|cur. |other |cur. cur. RV RV RV
Comp.||cur. |cur. cur. text. |cur. cur. depth

Fig. 2. Positions accessed in NBDV or merge mode fg. a 18 16 block.
positions A and B (in that order) are considered. In particu-
lar, the condition for inheritance is that the fdigring CU is
coded in skip mode and using an inter-view predidé/,
derived as described in Section IV.C.4. The PDthef first
neighboring CU that fulfills the condition is chose

If derivation from neighboring blocks or CUs faitee VOI
of an inter-view reference picture of the curreistyre is used
as RVOI and the PDV is set equal to the zero vector

2) Depth Refinemen®lthough NBDV can operate without
referring to depth layers, the accuracy of the ean be in-
creased by exploiting the additional depth infoiprat Since
the texture of a view is coded first in 3D-HEVCgthepth
map of the current view is not available when cgdiexture.
For this, the PDI derived by NBDV is used to idéntihe
block that corresponds to a current CB in the dlyedecoded
depth map of the RV. The PDV of the CU is thenaept by
a refined disparity vector, derived from the maxmof the
four corner sample values of the depth block [25].

B.Partitioning Syntax Prediction

A new tool in 3D-HEVC, calledjuadtree limitation(QTL),
predicts the partitioning of a depth CU from syntd&ments
of a collocated texture CU. By design choice, QFELniot
available in | slices and IRAP pictures.

When a region of a texture picture includes only live-
quencies, such that a coarse split in CBs is apfdiean en-

tions G; and G, that correspond to the center position of th%oder, it can be assumed that high-frequency sigass in

current CB in both pictures, respectively, as depién Fig. 2.
The spatial neighboring blocks in the current pietcover the

the collocated region of the associated depth gacane either
also not present or irrelevant for view synthe3ikerefore,

positions A and B, adjacent to the bottom-left and the topyynen a depth block has the same position and size@B in

right sample, respectively, of the current PB. Rbat A, B,

the corresponding texture picture, the flag indigat further

and G, are required to be accessed in merge mode, AMVEyjit js not present in the depth coding quadtree the depth

and TMVP for motion information. Thus, in comparisto
HEVC single layer coding, additional memory accesaee
only required when referring to the block at.C

To determine the PDI for the current CU, blockstlz
neighboring positions are searched in ordeg,{Cy, A1, Bi}.
If a neighboring block is associated with a DMVateld to an
available inter-view reference picture, the sedram other
neighbors is terminated by setting the PDV to thd\Dand
the RVOI to the VOI of that reference picture.

When the PDI cannot be derived from motion infoliorat
of neighboring blocks as described above, a seseadch is
applied, in which the stored PDI of the neighborigs from

block cannot be split into smaller CBs. Though tusld have
been implemented as an encoder only restricti@attdition-
al bit rate saving was considered beneficial.

For the same reasons, the PB partitioning of ahd€i
having limited size is restricted by the texture.@Bhen the
texture CB consists of a single PB, the same apfitie the
depth CB without additional signaling. When thettes CB is
split horizontally or vertically, only splits in ¢hsame direction
can be signaled. In the case that the texture Cisssciated
with four PBs, no restrictions apply for the defB.



TABLE Il

OVERVIEW OF THEEXTENDED MERGECANDIDATE LIST

Candidate | T| IV[ A; [B: [VSH Bo [ DI [ Ao | B; [IVs]DIs[rem.
Order O 1| 2| 3| 4 5 §§ 1 8 9 10 11..

> x| x X Xt
% Texture s v v $ | x gl X | X | x| x
= X | X | x| _ _ |
2 Depth | s TlTlT X X | X X

—: Candidate is not available;x: Candidate may be available;SBP mo-
tion information; To avoid redundancies, a candidatnot included when
candidate listed below has the same motion information (when SBP:
used, motion information of the default SBP is usgccomparison).

x when DBBP is used, — when IC is us&d/hen the PU at position;A
uses VSP and As selected, VSP is also applied for the curréht®P wher
DBBP, RP, or IC are used or when Bses VSP#- when IC is used®-
when Dl is not available or Bis available.

C.Motion Prediction

3D-HEVC specifies an extended candidate list far therge
mode. The list includes the conventional HEVC sriglyer
coding candidates (although the temporal MV cartdida
predicted by a modified process), and several revdidates.
Some of the new candidates are based on interagdiction
of motion information in SBP granularity, such tiia¢ granu-
larity in the reference layer can be taken intcoaot.

The derivation of merge candidates is performedwno
separate steps. In the first step, an initial me@edidate list
is derived as specified for HEVC single-layer caglimclud-
ing the removal of redundant entries, but using rtiaelified
TMVP derivation as described below. In the secaiegh,san
extended merge candidate list is constructed frioeninitial
list and additional candidates. To limit worst-casenplexity,
the second step is not applied for PUs with lumasRBs &4
or 4x8. The candidates, their order in the extended distl
conditions for inclusion into the list are provided Table Il
and discussed in the following. Fig. 2 shows posgj which
are accessed for their derivation.

Candidates from positions;AB,, By, Ag and B are only
available when they are included in the initial diglate list.
They are interleaved with the additional 3D-HEVGedific
candidates, in the order indicated in Table Il. Renmg can-
didates of the initial list (collocated, combinexro) are in-
serted at the end of the extended list, if the maxh number
of merge candidates, which is increased by one ao@dpto
HEVC single-layer coding, is not exceeded.

Additional candidates are the texture candidate 11§ in-
ter-view (V) and shifted inter-view (Iyf candidates, the view
synthesis prediction (VSP) candidate, and the digypanfor-
mation (DI) and shifted disparity information {pktandidates.

1) Extended Temporal Motion Vector Prediction (TMVP

for Merge: In MV-HEVC (and single-layer HEVC) the refer-
ence index is always zero for a TMVP merge candidalso
denoted as collocated (Col) candidate). Thereftive,refer-
ence indices of the collocated block and the TM\@Rdidate
may indicate reference pictures of different tygese tem-
poral, the other inter-view), such that the TMVmadidate is
not available. However, when this case occurs irHEYC,
the reference picture index of the TMVP candidatehanged
to an alternative value, which indicates an avéglabference
picture having the same type as the reference rpiaifl the

IV/T candidate VSP candidate Intra_Wedge Intra_Contour

A bl

Fig. 3. Examples of possible sub-block partiticBBPs) of a 32x32 PB.

collocated block [19]. Hence, the same type of jotexh
(either temporal or inter-view) is indicated by tbdbhe candi-
date and the collocated block, such that the Mt¥hefTMVP
candidate can be predicted from the MV of the aalted
block. For MV prediction, scaling might be applied.the
collocated block refers to a temporal referencdupé; the
MV is scaled based on POC values, as describededr S
tion IlLA. Otherwise, when the collocated block siseter-
view prediction, scaling based on the view ID valugrhich
correspond to spatial camera positions, is perfdrme

2) Disparity Information CandidatesThe PDI derived for
the current CU can be used to identify a referdsioek for
inter-view sample prediction. When a referenceupitist of
the current picture includes a picture from the RNg DI
candidate is available and its motion informati@tated to
this list is given by the PDV (with vertical compnt set to
zero) and the reference index to the picture [26].

The Dk candidate is derived from the DI candidate by add-
ing an offset of 1 in units of luma samples to Hwizontal
MV components of the DI candidate. The primary wation
for the Dk candidate is that the PDV (predicted as described
in Section IV.A) used to derive the DI candidateymot
always match the actual disparity, such that affgan addi-
tional choice can improve performance.

3) Sub-Block Motion PredictionConventionally, a merge
candidate (e.g., an initial list candidate) corss@dta single set
of motion information (up to two MVs and their redace
picture indices, and a reference picture list iatlan), which
might be used for inter-picture prediction of theiee current
PB. In 3D-HEVC, a PB can be further subdivided irgotan-
gular SBPs (e.g., as depicted in Fig. 3), whenTthéne IV or
the VSP candidate is selected. For this purpossetitandi-
dates consist of multiple sets of motion informateach for
inter-picture prediction of one SBP of the curr@®. Thus,
motion information can be inherited with a fineagularity.

3D-HEVC supports the smallest bi-predictive SBRe sid
8x8 in luma samples and the smallest uni-predictiBe Size
of either &8 or 84 in luma samples, hence the same as in
single layer HEVC. The division of a PB dependstos can-
didate and component the PB belongs to. For PUdejth
ayers selecting the T candidate or PUs in texayers select-
ng the IV merge candidate, the luma PB is partgibin luma
SBPs of size&sxS whereSis signaled in the SPS and can be
equal to 8, 16, 32 or 64. When a partitioning inPSBf size
SxSis not possible without remainder, the luma PBrigy
associated with a single luma SBP having the luBasiRe.
To reduce complexity by disabling SBP motion accyrdhe
same applies for PUs in depth layers selectingl\theandi-
date. When the VSP candidate is selected, all ededduma
SBPs have either the siz& 8 or the size 48, as described in
Section IV.C.6. In cases of all candidates, chrdpis are
divided according to the luma PBs (i.e. half sizgizontally




and vertically for 4:2:0 chroma sampling).

4) Inter-View CandidatesPrediction of MVs from other
views has been proposed, e.g., in [27]. Based isndha, the
IV candidate inherits motion information from a fpi@ in-
cluded in the same AU and the RV. An example fa6a16
PB split in four SBPs is shown in Fig. 2. The dation for a
current SBP of the IV candidate operates as foll28%

First, the position of the corresponding block e fpicture
of the RV is identified by adding the PDV to thentsr posi-
tion of the current SBP. When the correspondingclbls
coded using inter-picture prediction, its MVs midpet inherit-
ed for the current SBP. The condition for inheritars that a
reference picture list of the current picture intda a picture
with the same POC as the reference picture of dheespond-
ing block. When such a picture is available, thdioaminfor-
mation for the current SBP is set equal to the MYthe corre-
sponding block and the index of the picture in thference
picture list of the current picture. Since the dtind ensures
that the temporal distance between pictures cantiim) the
corresponding block and its reference block; anthé)current
SBP and its reference block; are equal, POC basédddling
is not necessary. When the corresponding MV cabgoin-
herited for the current SBP, it inherits the motinformation
of the default SBP, which is the SBP whose top-teftner
sample is closest to the center of the currentIRBhe case
that motion information is also not available ftvetdefault
SBP, the IV candidate is not available.

In some cases, the PDV can be inaccurate, suchthibat
prediction error of the IV candidate is high. Hetke IVs
candidate can be an alternative, as it is baseanother dis-

The VSP candidate can be chosen by signaling dsxiin
the merge candidate list, or, in case that the PBjauses
VSP, by signaling the index of;AWhen the VSP candidate is
selected, the current PB is first divided, such #ibits SBPs
have the same size of eithex8Bor 4x8 in luma samples, as
follows: If only one partitioning pattern is posslfe.g., 48
for a 416 PB), it is chosen. If multiple partitioning perts
are possible, the partitioning is determined adogrdo the
gradient direction in the corresponding depth blaslestimat-
ed from its four corner samples. This is done torel@se pre-
diction granularity in the gradient direction. Agch, the 84
pattern is chosen when the gradient is higher é uértical
direction, while the 48 pattern is used when it is higher in the
horizontal direction.

After partitioning, the motion information of theBBs is
derived. For complexity reduction, all SBPs usepneidiction
from the texture picture of the RV. Moreover, thertical
component of MVs is always set equal to zero. Térezbntal
component is derived for each SBP by converting niai-
mum value of the four corner samples (marked With” in
Fig. 2) of its corresponding depth SBP within tleerespond-
ing depth block.

D.Inter-Picture Sample Prediction

3D-HEVC extends inter-picture sample predictiontémture
layers by three techniques: Residual predictionlcétgpthe
correlation of sample prediction errors in differesews or
AUs. Adaptive weighting of an inter-view sample giction
has been enabled by illumination compensation. ibbpsed
block partitioning (DBBP) combines two predictiofisr a

parity assumption: To derive the d\tandidate the same texture PB according to a sub-partitioning deriviedm a

method as for the IV candidate is applied, but vetkingle
SBP (equal to the PB), and additional horizontal =ertical
offsets (equal to the half width and half heighttteé PB, re-
spectively) added to the PDV.

corresponding depth CB. For depth coding, motiompensa-
tion has been simplified.

1) Residual Prediction (RP)n texture layers, the energy of
the residue of the current PB may be reduced bfopaing

5) Texture CandidateThe derivation process of the T can-2dditional motion compensation either in the R\adatifferent

didate is similar to that of the IV candidate. Heee whereas
the IV candidate is inherited from blocks of thensacompo-
nent in the RV, the T candidate is derived from theture
component in the same view. Hence, instead of eespond-
ing block, a collocated block is identified at thenter position

(marked with %" in Fig. 2) of the current SBP [29]. Moreo-

ver, the condition for inheritance is that the refee picture
list of the current picture includes a picture viltle same POC
and view ID as the reference picture of the cowasgmg

block, such that POC or view ID based scaling caavmided.

AU. The concept of RP is to reuse the MVs of theent PB
to predict the residual signal. The predicted neslids calcu-
lated and added on top of the motion compensatgthkde-
rived with the MVs of the current PB for each ugeddiction
direction. To accommodate possible quantizatiofedéhces,
a CU level weighting factow being equal to 1 or 1/2 can be
chosen by the encoder to be applied to the resgigadl.

Since the additional motion compensation to detihesre-
sidual signal would require a significant increa$ememory
bandwidth and calculations, the following desigad&-offs

6) View Synthesis Predictiomn view synthesis, a picture is Weré made: 1) Only CUs associated with a single ridy

conventionally rendered by shifting samples of xuee pic-

ture by disparities obtained from a depth map. IHWHEVC

sample prediction, the same principle can be apptiecoarser
granularity by disparity compensation of a refeeehtock in a
texture picture. More specifically, when the VSPdidate is
selected, inter-view sample prediction is perfornfed the

SBPs of the current PB using MVs obtained fromcibsre-

sponding depth block [30]. As for disparity refinemt, the
corresponding depth block is identified in the dhepicture of
the RV using the PDV derived by NBDV.

have RP enabled, thus the smallest luma PB size RR
enabled is 8x8; 2) RP is not used for chroma comptnof
PBs of luma size 8x8. 3) bi-linear interpolatiorused for the
motion compensation in RP enabled CUs to calcuth&e
residual signal as well as the motion compensdbietween
the current PB and the reference block identifigithMV.
Examples of residual prediction are shown in FigwHhere
an MV (denoted asn) of the current PBRB) provides the
displacement of a reference bloékB) in its reference picture,
similar to conventional motion compensation. Depegdn



whetherm is a TMV or a DMV,RBiis either a temporal refer-
ence block, or an inter-view reference block. Imitidn, m
provides the displacement between two more blocks;e-
sponding td®B andRB, either in a different view or a different
AU. The corresponding blocks are denotedP&s and RB'.
The residual prediction is calculated as the diffiee between
the samples oPB’ andRB'. The type ofm (being a TMV or
DMV) determines where the residual signal is predidrom.
Consequently, RP can be categorized as inter-vesidual
prediction [31] or temporal residual prediction [32

a) Inter-View Residual PredictiorAs illustrated in Fig. 4
(a),mis a TMV and identifies a temporal reference bl&tk
To identify PB’ andRB' a disparity vectod is needed and set
equal to the PDV (without Disparity RefinememB’ andRB’
are located both in the RV but in different picturiéB’ is an
inter-view reference block oPB with a displacement odl,

10

(a) Inter-view residual prediction (b) Temporal residual prediction
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residual is predicted from ref. AU
Fig. 4. Residual Prediction cases for one predidtiioection.

The scale and offset values are calculated by rimagchset
of samples in the reference picture to a set ofpkesnin the
current picture [33]. The set in the current pietis given by

RB is a temporal reference block
O-@+(7-8)
PB RB PB" RB’

residual is predicted from ref. view

while RB' is a temporal inter-view reference block with ahe samples spatially adjacent to the top ancblfetthe current

displacement being the sum wf andd. The inter-view pre-
dicted residual signal is calculated as the difieezbetween

PB, where only every second sample is used to keep
plexity low. Accordingly, the set of the referenpieture in-

RB' and PB'. Afterwards, the combined prediction signal ofcludes every second sample adjacent to the topedindf the

PB is computed by adding the weighted inter-view priedl
residual to the motion compensated signdRBf

b) Temporal Residual Predictios illustrated in Fig. 4
(b), m is a DMV and identifies an inter-view referencedi
RBin an inter-view reference picture. To ident#’ andRB),
a TMV (denoted a$) is derived from the MVs oRB. If a
TMV is unavailable (e.g. only DMVs are available RB is
intra-picture predicted), is set equal to the zero vect®B’
andRB' are both located in a reference ARB' is a temporal
reference block oPB with a displacement df while theRB’
is a temporal inter-view reference block with apthasement
being the sum ofn andt. Similar as in inter-view residual
prediction, the temporal predicted residual sigealalculated
as the difference betwed?B’ and RB, and weighted before
generating the final prediction signaleB.

¢) Further Constraints:The signaled ) or derived {)
TMVs are scaled before the relevant blocks aretifiet so
that they point to pictures in the same AU for epofdiction
direction. Moreover, when temporal RP applies tthipredic-

block used as reference for inter-view predictiédnlinear
least square solution is approximated using a lgokable to
avoid a division operation. For chroma PBs, ICvsresim-
pler since it only derives and applies the offset.

3) Depth Based Block Partitioning (DBBPPBBP predicts
segmentation information from an already decodeuttdmap
to improve the compression of a dependent textBdg [it is
invoked by a flag that is present with luma CBsiak 16x16
or larger, when the PB partitioning is either in PR Nx2N
or PART_2NxN mode. When DBBP is used, the PUs
required to signal unidirectional prediction ané @B is re-
constructed as follows: First, NBDV is used to itfgnthe
depth block in a picture of the current AU and fR¥ that
likely corresponds to the position of the currefd. Then, a
threshold is derived as the mean of the four cosaenples of
that depth block and a binary pattern is generhjedlassify-
ing the samples that are above or below the thtdshuter-
picture sample prediction with the motion inforroatiof the
two signaled PUs is performed for the entire CRhstinat two

are

tion directions, a unique vectoand its associated picture) isprediction signals with the same CB size are obthiThen,

used to avoid additional memory accesses.
A bi-directionally predicted PB, with the two MVdenoted

the two prediction signals are merged by using $asnpf one
prediction for positions with a value of 0 in thimdry pattern,

asmy andmy, can also use a different type of residual predicand samples of the other prediction for remainiogitons.

tion for each prediction direction. Without loss generality,
assume that, is a TMV, mg is a DMV, and the vector pairs,
as shown in Fig. 4 (a) and (b), for the two predictirections

Finally, a vertical or horizontal 3-tap filter ipplied to the
merged prediction at positions corresponding toetthge posi-
tions in the binary pattern, where the directiorttaf filtering

are (my, d) and (mo, t), respectively. In this case, to reducds perpendicular to the signaled (but not used) disection of

the number of block accessdss set equal tan;, such that
only one additional block access is needed.

2) lllumination CompensationThe purpose of illumination
compensation (IC) is to improve inter-layer predictwhen
there are illumination mismatches between viewss &hdone
by applying a scale factor and offset to the préalicsamples.
IC is separately applied for each unidirectionateirview
sample prediction of a PB (hence twice for bi-pcédn). For
complexity reduction, IC can be signaled only in <Cassoci-
ated with a single PU not using RP.

the CB.

This way, if the depth map bears reliable inforimatabout
the position of an object boundary, different mot@mompen-
sation modes could be used at both sides of thaidary, and
the prediction can be improved without using srR#lIsizes.

4) Full Sample Motion:Fractional sample interpolation at
sharp edges in depth maps can create ringing cstifé&or
this, 3D-HEVC only supports full sample motion ay for
depth layers. Further benefits of this approachaareduced
bit rate for MV signaling, and a reduced compleXily mo-
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tion compensation. 10 N2-1  N-1 2N —1 () Is nelghbor | gpp pg
— f } t T . ;’1 ?BI)")] prediction
E.Depth Intra-Picture Prediction ;:ll_m [n] [“] st L CEIAIE
In addition to intra-picture prediction modes pued by ; x | % ;v
. . . . X X b
HEVC single-layer coding, which are unchanged in- 3D I[ @ £ X x| % (f“ﬁ;“)/g
HEVC, a new skip mode and three new prediction rapde = | x| x|l (e *'["W
. X -
called Intra_Single, Intra_Wedge, and Intra_Contmode, X ‘.
are available for intra-picture coding in depthdesy The new - 0 * L lSpvz-iul case
. . . . +1 1 Special case
skip mode allows an early signaling of frequentbed intra- = ; — (¢) Tfa—tal > || SBP DC
picture prediction modes. The three prediction nsotave /" Example: ot 7 H pesdichon
. T H A wedglet line seperates the PB X ta
been introduced for eff|C|e-nt representation ofrphexiges and : in two SBPS marked with 7 and . |-
homogeneous areas, WhICh are typ|Ca| n depth m-abe " ‘1[ # is neighbor of ¢,la, t. and l. and predicted using (¢, + 1,)/2
z
~ v

Intra_Single mode signals a single boundary samalee as
prediction for the entire PB and can only be apmptiegether
with the intra-picture skip mode. In the Intra_Wedand In-
tra_Contour modes a subdivision of the PB into S&Ps is
signaled or derived. The SBPs are not requirecate fa rec-
tangular shape (as e.g. depicted in Fig. 3). Fon &3P, a DC
value is predicted from decoded boundary samplesligfcent
blocks. The new intra-picture prediction modes hawe
common differences in comparison to the conventiantsa-
picture prediction modes: First, boundary value athimg is
not applied; and second, PBs using the new modesiraa-
vailable in the derivation of most probable modd®s).

1) Intra_Wedge and Intra_ContouiThe Intra_Wedge and
the Intra_Contour modes [35] are signaled at theld®dl by
two flags. The first flag indicates that one of ttveo new
modes is used instead of a conventional intra-pcaredic-
tion mode. The other flag indicates which modesisdu

When a PU uses the Intra_Wedge mode, the subipairid
is explicitly signaled by an index value referritey a set of
binary patterns denoted as wedgelets. The set dfjelets
contains patterns resulting from a segmentatiath@PB with
straight lines. The number of wedgelets in thedegtends on
the PB size. The wedgelets can be either createtthesfly
when decoding the PU, or be created and storedvianee.

In the Intra_Contour mode, the sub-partitioninghe PB is
inter-component predicted from a collocated blatkhie tex-
ture picture of the same view and AU. For segmeamafirst
a threshold is derived by averaging the four corsemple
values of the collocated texture block, and thdyinary pat-
tern representing the SBPs is derived by compasemgple
values of the texture block with the threshold ealDue to the
thresholding, the area of an SBP can also be disjun

After generation of the binary pattern defining th® SBPs,
the same sample prediction process is appliedtia lWwedge
and Intra_Contour modes. The process is invoked#&oh of
the two SBPs and provides a DC prediction from lassti of
the decoded boundary samples (depicted in Fig.)b da
blocks adjacent to the current PB. How the prealicDC is
calculated depends on which of the neighboring $ashp t.,
I andt; of the current PB are also neighboring samplehef
current SBP as shown in Fig. 5 (b).

A special case occurs when none of the four samiples
neighbor of the current SBP (as for the SBP mauiatial “ * ”
in Fig. 5 (a)). Then, it is assumed that the SBemdary with-
in the PB is aligned with an edge, which interséotsbounda-

# has no neighbors and is predicted using the special case

Fig. 5. Intra_Wedge and Intra_Contour DC predicti@) ta, tb, tc, la lo, lc,
are neighbor samples of the current PB; (b) Priedictepending on whett
ta la I, te, are also neighbors of the current SBP; (c) Speake.

ry of a neighboring block either between positiofi$, andly
or between positions of andty. If the absolute difference of
andty is greater than the absolute differencd,adindly, the
latter intersection is assumed and the predicBagivien bytg,
as indicated in Fig. 5 (c) [36]. Otherwise, samplaties of
the SBP are set equalltp

2) Intra-Picture Skip and Intra_SingleThe intra-picture
skip mode can be applied in depth layers for CUsckvare
not using the conventional (inter-picture) skip rdd]. When
the intra-picture skip mode is used, the CU costainly three
syntax elements: The skip flag being equal to flagindicat-
ing the intra-picture skip mode being equal torid an index,
which selects the prediction mode. Similar to thetef-
picture) skip mode, other syntax elements are negemt and
the CU is associated with a single PB.

Depending on the signaled index [37] the predici®mle-
rived by the horizontal or vertical Intra_Angulaode [7] or
the Intra_Single mode. In the Intra_Single mod€|[Bg the
prediction for the whole PB is chosen again depandin the
signaled index as the value of the decoded bounskamyple
adjacent to positiof N/2, 0 )or (0, N/2)in the PB, withN
denoting the PB size (in Fig. 5 rightttoor belowly).

F. Depth Residual Coding

As described in Section IV.B, high frequency conmgus of
blocks in a depth map can be irrelevant for viewtlsgsis,
such that the depth DC becomes more important fficiest-
ly preserve the DC component of the predictiondessi (de-
noted as DC offset) in 3D-HEVC, it can be signageglicitly
in addition to, or as alternative to, quantizedhsfarm coeffi-
cients, where the latter is referred to as DC-anlyde. DC
offset coding has furthermore been extended bypthdeop-
up table (DLT) technique, which exploits the fabait the
value range of depth samples is often only sparsssy.

1) DC(-Only) Coding:The DC-only mode can be enabled
by a flag present in CUs associated with a singleaRd not
coded in skip or intra-picture skip mode. When éa@dkio-
gether with intra- or inter-picture prediction maedas already
specified in single layer HEVC, one DC offset igrsled and
added on top of the intra-picture predicted [39]nootion
compensated signal. In the Intra_Contour or theal'wWedge
modes, one DC offset is present for each of theSBPs.



Moreover, when a PU is coded in Intra_Wedge or Ir

tra_Contour mode and not using DC-only coding,aih e
assumed that it contains an edge, which is relef@ntiew
synthesis. For better preservation such PUs camalsigoth
DC offsets and quantized transform coefficient [40]

A flag in the PPS indicates if the DC offsets aredaily
added to each sample of the prediction, or if they scaled
before in a non-linear process using the DLT.

2) Depth Look-Up Table (DLT)Samples of a depth map

are typically represented with 8 bits of precisi@fthough
only a small set of distinct depth values, potdiytinon-uni-

formly distributed over the value range, might teed: To
map a compressed range of consecutive index vedumsch a
set of distinct depth values, a DLT can be transaifn the
PPS [41]. When the DLT is present, coding perforcears
increased by signaling DC offsets in the compresseex
range instead of DC offsets with higher magnitudethe
depth sample range. For this, an encoder derivesntiex
offsetAi as difference of the two index values represeritieg
DCs of the original sample®, and the predicted samplas

as follows, with IDLT denoting a look-up in an imged ver-
sion of the DLT:

Ai = IDLT(%) - IDLT(S)

In Intra_Wedge or Intra_Contour modg,is directly availa-
ble for an SBP as described in Section IV.E.1. Btver

modesSys is estimated as the mean value of the predictfon o

the four corner samples of the PB. At the decaitherresidual

DC & is then computed using the inverse mapping befo

addition to each sample of the prediction signal:

5% = DLT(IDLT(S) +Ai)-%

V.PROFILES

The second edition of HEVC specifies one profile V-

HEVC, which is the Multiview Main profile, or sinpIMV

Main profile. For backward compatibility, the MV Nmapro-
file requires the base layer to conform to the Mpinfile.

Moreover, block-level coding tools of enhancemeryels are
similarly constrained to enable reusing legacy decdard-
ware below the slice level. Hence, only 4:2:0 chaeoamnd a
sample precision of 8 bits are supported. A comgtriatro-

duced to limit complexity of inter-view predictida that the
number of reference layers (including indirect refee lay-
ers) used by a layer must not be greater than 4.

For 3D-HEVC the 3D Main profile specifies a supérsé
the capabilities of the MV Main profile, such ttBD Main
profile conforming decoder is able to decode MV Mprofile
conforming bitstreams. The base layer is requicedanform
to the Main profile. New low-level coding techniguef 3D-
HEVC are supported only by enhancement layersatenot
auxiliary picture layers. Texture layers supportyod:2:0
chroma and depth layers support only monochrome bBth
components the sample precision is restrictedtitsd

Furthermore, both profiles disallow inter-layer giction
between layers that use different picture sizes.
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TABLE 11l
BIT RATE SAVINGS OFMV-HEVC (MV) AND 3D-HEVC (3D)

1) Two-view texture (stereq 2) Three-view texture and depth
Testset |MVvs. Sim!| Testset | 3Dvs.Simt 3D vs. MV

PoznanHall -40.5%" -19.3%"

PoznanStredt -41.5%" -11.9%"

UndoDancef{ -37.4%° | UndoDancei -50.9%" -19.2%"

GTFly| -42.6%> GTFly| -55,3%" -18.5%"

Bmx| -29.0%° Balloons| —40.3%" -19.3%"

Band06| —34.7% Newspapef -41.0%" -19.9%*

Musicians —25.3%? Kendo| -40.0%" -21.4%"

Poker| —24.9%?2 Shark| -59,2%" —-24.4%"

Average] —32.3%2 Averagel -46.1%" -19.3%"

Enh. Only| -70.8%° Enh. Only] -72.8%° -34.3%°

ISimulcast coding with single-layer HEVC. Savingkuakated based on:
2Ty, T. (PSNR and bit ratefT, (PSNR and bit rate);

“six synthesized views (PSNR) ang Dy, T1, D, T2, D; (bit rate);

®six synthesized views (PSNR) and, Iy, D, T, D; (bit rate).

VI. COMPRESSIONPERFORMANCE

To evaluate the compression efficiency of the déffe ex-
tensions, simulations were conducted using therernte
software HTM [42], and experimental evaluation noelblogy
that has been developed and is being used bydhdatdiza-
tion community [43][44]. In that framework, multeiv tex-
ture video and the corresponding depth can be gedvias
input, while the decoded views and additional viesysthe-
sized at selected positions can be generated qmitoukor
evaluation, two setups have been used as showabile TiI.
The first setup evaluates the typical use caseséere for
MV-HEVC, which is the coding of stereo video withialepth

ence of two texture layers denoted gsamd T,). For this,
the reported results were obtained by averagingbtheate
savings of six test sequences suitable for steopisdisplays.
Savings for each sequence have been calculated bagetal
bit rate and averaged PSNRs of both layers (aviagevell
as of the enhancement layer dnly (enh. only). The total
results for MV-HEVC compared to simulcast coding about
32%. Regarding the enhancement texturerly, which bene-
fits from inter-view prediction, bit rate saving$ about 71%
have been achieved.

Although not shown in Table Ill, it is worth mentimg that
only a modest bit rate saving of about 6% on awer@$%
enh. only) can be achieved by 3D-HEVC compared & M
HEVC for the stereo case. However, the target agfin of
3D-HEVC is coding of data suitable for view syntiseat
auto-stereoscopic displays. For this, a set ofteighjuences,
each comprising texture {TT; T,) and depth (R D, D) of
three views, have been coded in the second setupp&red
to the stereo sequences used in the first setiginarcamera
distances (and thus disparities) between viewsapgoxi-
mately doubled, such that views are less correldted each
sequence, rate savings have been calculated basacmged
PSNRs of six synthesized intermediate views. Avedagver
all sequences, total bit rate savings of about 46%19% are
achieved when comparing to simulcast and to MV-HEVC
using auxiliary pictures, respectively. When agaaglecting
the rate of the base layeg, Which cannot use the new tools,
savings are about 73% and 34%, respectively.



VII. CONCLUSION

Experts of ITU-T VCEG and ISO/IEC MPEG have jointly
developed the multiview and 3D extensions of HE\BOth
extensions allow the transmission of texture, deatid auxil-
iary data for advanced 3D displays. An increasedession
performance compared to simulcast HEVC is achielgd
inter-layer prediction. In contrast to 3D-HEVC, VWNEVC
can be implemented without block-level changes. élew,
thanks to advanced coding techniques a higher goiffi-
ciency can be provided by 3D-HEVC in particular frases
where depth maps have to be coded.

As both extensions have been developed to suppEdos
scopic and autostereoscopic displays, they havdeet spe-
cifically designed to handle arrangements with ayJarge
number of views or arbitrary view positioning. Acdimgly,
improved capabilities for supporting such configimas may
be a subject for future standardization.
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