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Abstract—High-electron mobility transistors (HEMTs)
employing AlGaN/GaN heterostructures are suitable for
high-power and high-frequency applications. To meet tar-
get specifications, GaN HEMTs must be designed and
optimized by accurately considering the coupling of elec-
trical and thermal characteristics, from the static to the
pulsed regimes of operation. Toward this, we implement
an electro-thermal modeling and simulation framework for
experimentally fabricated GaN on SiC HEMTs and use the
framework to predict the high-temperature performance
of the technology, up to 448 K. We utilize the transient
measurement data at different ambient temperatures to
extract the trap characteristics, which are important to
understand from the RF dispersion perspective. Our work
highlights the significance of the thermal boundary condi-
tions at the source, drain, and gate metal electrodes and the
impact of heat dissipation paths on the lattice temperature
rise and I-V characteristics. Overall, our work provides a
physical insight into the thermal response of GaN HEMTs
and can facilitate suitable thermal management strategies
of the device over a broad range of DC and transient
operating conditions.

Index Terms—Gallium nitride, HEMTs, thermodynamic
transport, TCAD simulations, drain-current transients

I. INTRODUCTION

GALLIUM nitride (GaN) is a wide-bandgap semi-
conductor material that is very well-suited for

high-frequency and high-power applications [1]. Sup-
ported by their spontaneous and piezoelectric strains,
AlGaN/GaN high-electron mobility transistors (HEMTs)
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feature a high concentration of the two-dimensional elec-
tron gas (2DEG) in the GaN channel [2]. The 2DEG’s
room-temperature mobility up to 1500 cm2/V.s [3] and
its saturation velocity close to 2 × 107 cm/s [4] can
enable the GaN HEMT to perform at high frequencies
that are desirable for microwave and millimeter wave ap-
plications [5]. Moreover, the inherent wide bandgap near
3.4 eV [6] provides a superior breakdown voltage [7],
one to two orders of magnitude larger than conventional
alternatives such as gallium arsenide (GaAs) or silicon
(Si) [8]. Last, but not least, thermal conductivity advan-
tage of GaN [9] allows for more reliable operation under
high temperature conditions than previous generation of
semiconductors like Si and GaAs [10].

Significant experimental and theoretical efforts
have been devoted to understanding the temperature-
dependent thermal conductivity of GaN, both in the
cryogenic limit and at temperatures far above the room
temperature [9], [11]. The impact of structural design,
for example, the number of fingers in the HEMT, is
yet another focus of research on heat dissipation for
such devices [12]. In both experiments and simulations,
thermal boundary conditions are also extensively
studied for the baseplate beneath the substrate, the
side walls, and the interface between substrate and
GaN epilayers [13]–[17], whereas top of the wafer
is almost always treated as adiabatic. Despite the
significant research progress, challenges remain in
understanding the role of thermal boundary conditions
and the various heat dissipation pathways on the
device’s electro-thermal response under various applied
biases. Moreover, the calibration of device models with
experimental measurements can be quite cumbersome
and yield unphysical model parameters if the physics of
self-heating is not accurately represented.

In this paper, we implement an electro-thermal co-
simulation framework of AlGaN/GaN on SiC HEMTs
that were fabricated at Mitsubishi and characterized for
their DC and transient behavior over a broad temperature
range, from 298 K to 448 K. The electrical transport
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is modeled using the drift-diffusion theory, while the
heat flow in the device is captured using the Fourier’s
heat equation. Our models investigate the impact of
thermal resistance at the top electrodes on the device
lattice heating and the resulting current flow, as well as
drain current transient (DCT) response of the device.
Specifically, we vary the surface thermal conductance
of the top electrodes from zero to very large values,
such that the thermal boundaries are one of adiabatic
(Neumann insulating), non-homogeneous Neumann, or
close to Dirichlet. We calibrate the TCAD models against
measurement data and highlight physics pertinent to
lattice heating, trap characteristics, and device reliability.
Our work provides suggestions to the community with
regards to a more accurate and efficient TCAD modeling
of AlGaN/GaN HEMTs.

II. METHOD

A. Device Structure

The structure of the device under test (DUT) is shown
in Fig. 1. In this structure, GaN epilayers are grown on
top of the SiC substrate, while Al0.23Ga0.77N on top of
the GaN channel serves as an insulating barrier. A GaN
cap of 2 nm is above the insulator, and the mushroom
gate is made of Ni, and a Schottky barrier height of
1.25 eV at the gate-GaN cap metal-semiconductor (MS)
junction [18] is assumed, while titanium/niobium (Ti/Nb)
drain and source contacts are assumed to be ohmic and
heavily doped underneath.
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Fig. 1. Cross-section of the fabricated AlGaN/GaN HEMT with
labeled materials and dimensions (see Table I). Inset is a closer view
at the alloy gate/GaN cap/barrier/GaN channel structure.

Relevant dimensions of the DUT have been labeled
in Fig. 1 and denoted in Table I, including but not
limited to the electrode lengths, channel length, access
regions lengths, thickness of different layers, and addi-
tional components such as field plates and silicon nitride
(Si3N4) passivation (SP) film. Not shown is the width of
the gate (W ), which is different for static and transient
measurements since multiple samples were fabricated.

TABLE I
GEOMETRIC DIMENSIONS OF THE FABRICATED ALGAN/GAN

HEMT CORRESPONDING TO LABELS IN FIG. 1.
Thickness Dimension (µm) Length Dimension (µm)

Tsub 0.5 Lg 0.5
Tcha 0.9 Ls 1

TbufSi 0.1 Ld 1
Tbuf 0.3 Lgs 1

Tbuf2 0.007 Lgd 3.5
Tcap 0.002 Lohm 0.5
Tbar 0.02 Lgfs 0.5
Tsp 0.09 Lgfd 0.5
Tpg 0.2 Lsfp 1
Tpl 1 Lpg s 0.2
Tg 0.6 Lsfp s 0.08

Tsfp 0.2 Lpl s 0.2

For fair comparison, we always report quantities such as
current and power normalized to the device width. The
dimensions are rounded to the nearest single significant
digit or nearest 0.5 µm for the fabricated devices because
further details of Mitsubishi’s technology cannot be
disclosed.

The fabrication process for the AlGaN/GaN HEMT
DUT involves several key steps. Initially, the GaN
epilayers are grown on a SiC substrate using metal-
organic chemical vapor deposition (MOCVD). Isolation
is achieved through Ar implantation. For the ohmic
drain/source contacts, Si implantation is followed by
activation annealing. Subsequently, electron beam evap-
oration of a titanium/niobium (Ti/Nb) is performed,
followed by rapid thermal annealing. These contacts are
defined using conventional photolithography and lift-
off techniques. The gate contact, on the other hand,
involves platinum (Pt) sputtering followed by tita-
nium/platinum/gold (Ti/Pt/Au) evaporation, also defined
by conventional photolithography and lift-off techniques
and with titanium (Ti) deposited first in the second
deposition to enhance adhesion to the initial Pt layer.
Finally, the device is passivated using CVD of Si3N4 to
enhance performance and reliability.

For electrical measurements and modeling, the source,
baseplate, and the source field plate (SFP) electrodes are
grounded, while a bias is applied at gate (Vg) and drain
(Vd), and the current, Id, entering the drain terminal
is measured. Id = Ids + Igs, where Ids is the drain
current that flows toward the source, while Igs is the
drain current that flows toward the gate.

For 2-D TCAD simulation purposes through the finite
element method, we discretize the structure into trian-
gular elements as shown in Fig. 2. The mesh grids are
adaptive, specifically finer near the top of the channel,
interface between channel and buffer, interface between
buffer and substrate, and interface between Si3N4 and
GaN cap. This ensures that simulation of transport is
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Fig. 2. TCAD finite element mesh of the fabricated AlGaN/GaN
HEMT. Colors are for different materials, and the view is truncated
to show only part of the SiC substrate.

well-captured while simulation of lattice temperature
is not sacrificed with decreased simulation time and
computational expense. Note that not all regions of the
Si3N4 films are simulated. SP film as well as Passivation
Gate (PG) film up to regions covered by the SFP are
simulated while any other nitride above SFP or drain
electrode are not simulated as also shown in Fig. 2.

B. Compensation Doping and Poisson’s Equation

The intentional acceptor-type doping of the DUT is
shown in Fig. 3. In addition, we assume that the sample
contains a donor-type unintentional dopant (UID) located
50 meV below the conduction band minimum of GaN.
The UID is attributed to oxygen and Si atoms introduced
in GaN during the MOCVD growth [19]. The density
of the UID (NUID) is treated as a fitting parameter
in simulation to achieve compensation doping of the
buffer in order to reduce buffer leakage. The intentional
acceptors are carbon (C) with an energy level 0.9 eV
above the valance band maximum (EV) [20] and iron
(Fe) with an energy level 0.5 eV below the conduction
band minimum (EC) [21]. C-doping is uniform, while
Fe-doping is Gaussian as shown in Fig. 3. Carbon
enables compensation doping of the buffer as it is located
below the mid-gap. However, the activation energy of de-
trapping of electrons from carbon is rather high. On the
other hand, iron doping can minimize drain lag as its
energy level is closer to the conduction band and can
thus enable fast de-trapping of electrons and thus a fast
recovery of transient drain current.

To understand the compensation doping scheme in our
DUT, let us consider the Poisson equation:

−∇ · (ϵrϵ0∇ϕ)

q
= p−n+N+

UID−N−
iron−N−

carbon, (1)

where q is the unit charge, ϵr is the relative permittivity
(8.9 for GaN and AlGaN [22]), ϵ0 is the vacuum permit-

2 nmGaN cap
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900 nmGaN channel

300 nmGaN buffer

50 umSiC substrate

2.5 x 1016 cm-3

0.19

(1016 cm-3)

13

Layer stack C doping profile Fe doping profile

Fig. 3. Doping profile of carbon and iron in the fabricated Al-
GaN/GaN stack.

tivity, ϕ is the electrostatic potential, p is the hole density,
n is the electron density, N+

UID is the positively ionized
UID density, while N−

iron and N−
carbon are the nega-

tively ionized iron and carbon densities, respectively. The
densities of various species are calculated using Fermi-
Dirac statistics, and we set NV = 4.62 × 1019 cm−3

and NC = 2.23 × 1018 cm−3 for the effective density
of states for the valence band and conduction band,
respectively, in GaN [22]. For all TCAD simulations, the
intrinsic energy Ei is selected as reference energy, and
the trap activation energy (Ea) is always defined relative
to the conduction or valance band edges. As mentioned
previously, the energy level of UID, EUID = 50 meV
below the conduction band edge in GaN, while the
UID density, NUID, is an unknown parameter that is
extracted to yield a good fit of the model-generated
sub-threshold characteristics against the measurement
data (see Sec. III-B for the optimal fit). According to
Fig. 4, if NUID is too large, the DUT never turns
off, whereas if NUID is too small, the sub-threshold
swing is underestimated over four different Vd’s. For
NUID ≈ 3×1016 cm−3, our estimated buffer equilibrium
Fermi energy is EF = 0.58 eV below EC, and the
resistivity is 3.7×108 Ω.cm favoring 2DEG confinement
to prevent substrate leakage current. On the other hand,
the surface of the GaN channel region has EF = 0.17 eV
below EC, and the resistivity is 1.72 Ω.cm, which in
contrast largely favors electron conduction.

C. Coupled carrier transport and heat flow

To study carrier transport in the presence of self-
heating, current continuity equations with drift-diffusion
transport models and Fourier’s heat law that accounts
for lattice temperature distribution are solved self-
consistently, where we consider lattice heat capacity
cL to be 2.16 J/K.cm3 for SiC and 2.6 J/K.cm3 for
GaN [22]. Thermal conductivity κ for GaN and SiC is
further discussed in Sec. II-E. Although the GaN HEMT
is a majority carrier (i.e., electron) device, we solve for
both electrons and holes to faithfully capture the physics
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Fig. 4. Impact of UID concentration on the off-state characteristics
for different drain bias values.

of compensation doping and present a more holistic
picture of the transport over a broad bias and temperature
regime. As a result of majority carrier transport, SRH
recombination is negligible in our calculations. The hole
mobility, µp, is assumed to be constant at 150 cm2/V.s
for GaN – its impact on transport calculations is insignif-
icant as the current conduction through the channel is
due to electrons. The electron mobility, µn, in GaN is
dependent both on the magnitude of the driving force
(Fhfs) interpolated between electric field and gradient of
quasi-Fermi energy and on the lattice temperature (T ),
and it follows the Canali mobility model [23] as

µ (Fhfs, T ) =
µlow

(
T

300 K

)−ϵ[
1 +

(
µlowFhfs

vsat

)β
]1/β , (2)

where µlow is the low field mobility, vsat is the saturation
velocity, β is an empirical parameter describing the linear
to saturation transition of the output current, and ϵ is an
empirical parameter describing mobility degradation due
to lattice temperature rise. For our DUT, β is found to
depend on T according to

β = β0

(
T

300 K

)βexp

, (3)

where β0 is the pre-factor, while its temperature depen-
dence is of a power-law form with βexp representing the
temperature coefficient. The electron (hole) mobility in
AlGaN is assumed to be 300 cm2/V.s (50 cm2/V.s),
constant at all temperatures [24]. SiC substrate is treated
as an electrical insulator for simplicity.

The saturation velocity, vsat, is found to depend on
Vg for Vg > 0 due to an increase in the longitudinal
optical (LO) phonon emission. More specifically, drift
velocity saturates in GaN when the phonon gain, which
occurs when the probability of stimulated LO phonon

emission exceeds the probability of LO phonon absorp-
tion, reaches a carrier concentration dependent threshold
value [25]. Previous work has shown that the saturation
velocity in GaN varies as n

−1/m
2DEG, where m ∈ [2, 4]

depends on the detailed physics [26]. In our work, we
make vsat dependent on Vg, as the n2DEG in the channel
is controlled by Vg and thus our model can capture
the desired physics. See Sec. III-B for additional details
regarding the extraction of vsat(Vg) for our DUT.
D. Forward Gate Leakage

Aside from possible current leakage from the channel
into the buffer, gate leakage is yet another component
that must be included in the model. Depending on the
relative magnitude of Vg and Vd, gate leakage can happen
through different mechanisms. For Vg < 0, reverse
leakage occurs mainly through Fowler–Nordheim tunnel-
ing [27], Poole–Frenkel emission [28] and trap-assisted
tunneling [29]. For Vg > 0 and Vg > Vd, thermionic
emission is more likely the dominant term [30]. In this
work, we consider only forward gate leakage through
thermionic emission (see Fig. 5) since we are more
interested in the on-state of the device for switching
dynamics and thermal reliability under heating.

𝑉! > 0

𝐸"#

𝐸"$

𝐸%

Thermionic	emission

Insulator

Metal Semiconductor

Fig. 5. Forward gate leakage through thermionic emission. EFm

and EFs are the quasi-Fermi levels of the gate metal and the
semiconductor, respectively.

The thermionic current at a heterojunction of materials
i and j is given as

Jn,ij = 2q

[
vn,ini −

mn,i

mn,j
vn,jnj exp

(
− ∆EC

kBTn,j

)]
,

(4)
where kBTn,j is the thermal energy of material j, Jn,ij
is the electron current density leaving material j and
entering material i, vn,i =

√
kBTn,i

2πmn,i
is the electron

emission velocity in material i, ni is the electron density
in material i, and mn,i is the electron effective mass in
material i. In Sec. III-B, we show that drain current of the
device is negative current for Vg = 2 V near Vd = 0 V,
and the calibration of this regime requires that thermionic
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emission is included in the model to allow electron
transport from GaN channel to the gate electrode through
the AlGaN insulator, i.e., current flow from gate to drain.
With this current component, Igd > 0 and Ids ≈ 0, it
would then make sense that Id = Ids + Idg < 0.

E. Thermal Boundary Condition

It is critical to consider the thermal boundary condi-
tions of the HEMT structure to converge to a physical
solution corresponding to the self-consistent electro-
thermal dynamics. Conventionally, the baseplate is set to
be a Dirichlet thermal boundary with a fixed temperature,
while the drain/source/gate metal electrodes have the
Neumann boundary condition with zero heat flux leaving
the surface. This implies that the metal electrodes are
adiabatic or thermally insulating in nature. However,
thermally insulating top metal electrodes lead to an
overestimation of thermal resistance of the DUT and
thus unreasonably hot lattice temperatures almost 400 K
higher than the ambient (baseplate). As shown in Fig. 6,
despite adjusting the thermal conductivity of SiC and
GaN, while keeping metal electrodes as thermally insu-
lating, the model-generated output curves at high output
power levels display a much more significant negative
differential conductance compared to experimental data.
The severe negative differential conductance implies an
overestimation of the self-heating and is indicative that
the thermal boundary condition wherein the top elec-
trodes are treated as adiabatic is inadequate to describe
the electro-thermal response of the DUT.

To accurately capture the thermal behavior of the
DUT, we consider a non-homogeneous Neumann bound-
ary condition at each of the top electrodes, which is
specified as

κGaNn̂ · ∇T =
Text − T

Ri
th

, (5)

where n̂ is the direction normal to an electrode, Text

is the ambient (probe) temperature (considered indepen-
dent of the thermal resistance), and Ri

th is the surface
thermal resistance of the electrode, i corresponds to
either source/drain/SFP (ds) or gate (g). Note that Ri

th =
0 is equivalent to Dirichlet boundary condition, and
Ri

th = ∞ is equivalent to Neumann boundary condition.
In our simulations, Text is set to be same as Tbase,
presuming that the probes have the same temperature
as the baseplate due to long time elapse before device
characterization is conducted after turning on the base-
plate heat source. Results showing output characteristics
with different thermal conductances, Kds

th = 1
Rds

th

, ranging
from 103 W/cm2.K to 105 W/cm2.K are presented in
Fig. 7. The gate electrode is assumed to have twice the

increasing 𝜅!"#

increasing 𝜅$%&

Fig. 6. Impact of (top) SiC and (bottom) GaN thermal con-
ductivity on output characteristics at Tbase = 298 K with adia-
batic drain/source thermal boundary conditions. (top) Solid lines:
κSiC = 350 W/m.K, dashed lines: κSiC = 450 W/m.K [9].
(bottom) Solid lines: κGaN = 130 W/m.K, dashed lines: κGaN =
210 W/m.K [31].

surface thermal conductance of that of the source/drain
electrodes. As the values of Kds

th and Kg
th increase, the

equivalent total thermal resistance of our DUT decreases
due to better heat dissipation near the contact boundaries.
As a result, the differential output conductance becomes
less negative when the total DUT thermal resistance
reduces. Thus, the surface thermal conductance of the
electrodes must be tuned to yield an optimal matching
of the model-generated results with measurement data
in the saturation regime. Assuming Ti/Nb (gate) ther-
mal conductivity of 150 W/m.K [32]–[35] and that
of Nb/Pt/Au (source/drain) of 35 W/m.K [36], we
find Kg

th = 2.5 × 104 W/cm2.K and Kds
th = 1.2 ×

104 W/cm2.K. Thus, Kg
th is found to be twice as high

as Kds
th . For the purposes of model calibration, we have

chosen to fix Kg
th/K

ds
th = 2, while varying the value of

Kds
th .
Inspecting the lattice temperature heatmaps in Fig. 8

and comparing with negative differential current in the
saturation regime shown in Fig. 7, we conclude that
Kds

th on the order of 103 W/cm2.K results in heat
flow towards both the bottom of the device and the
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decreasing 𝑅!"#

Fig. 7. Impact of electrode surface thermal conductance on
output characteristics at Tbase = 298 K with κSiC =
350 W/m.K and κGaN = 130 W/m.K. Line styles from top
to bottom are for drain/source surface thermal conductances of
{105, 104, 103} W/cm2.K. Gate surface thermal conductance is set
to be twice that of drain/source values.

top contacts. Further, we provide supplementary evi-
dence that the maximum lattice temperature varies with
different Kds

th as shown in Fig. 9. The temperature is
vastly overestimated for a small choice of Kds

th upto
around 600 K, while on the other hand, temperature
rise becomes negligible for a very large choice such as
Kds

th = 105 W/cm2.K, the heat dissipation from the top
contacts is rather too high to be physically plausible, and
for this boundary condition, the heat dissipates primarily
through the top contacts, thus underestimating the DUT
thermal resistance. Only for the selected boundary condi-
tion (Kds

th = 1.4× 103 W/cm2.K), the model-generated
output characteristics exhibit thermal resistance, i.e.,
negative differential conductivity very close to that of
our DUT. To summarize, the heat generated in the device
flows through multiple paths and it is thus insufficient to
only focus on vertical heat conduction toward the base
plate. In this regard, the model setup presented here,
with appropriate thermal boundary conditions, offers a
realistic picture of the device’s electro-thermal behavior
and can be used to study device reliability.

III. RESULTS

A. Setup for Transfer, Output, and DCT

For thermal reliability studies, we focus on device
measurements conducted up to 448 K. Starting with
transfer characteristics, we have four distinct Vd’s and
sweep Vg from the off-regime to the on-regime for four
different Tbase values as summarized in Table II.

By calibrating the model-generated transfer curves
against measurement data, we extract the values of
three physical parameters in the model: σgate

pol , which

TABLE II
DC BIAS SETUP FOR TRANSFER CHARACTERISTICS.

Vd (V) Vg (V) Tbase (K)
2

[−3, 2]

298
5 323

10 373
20 423

corresponds to the polarization sheet charge density at
the AlGaN barrier/GaN channel in the gated region,
NUID, which affects the sub-threshold swing particularly
at high Vd values, in the off-state, and σacc

pol , which
is the polarization sheet charge in the access regions.
In particular, we tune

(
σacc
pol

σgate
pol

)
for purposes of model

calibration. The polarization charge factor dictates both
the sub-threshold swing in the transfer characteristics and
the linear regime slope and the saturation current in the
output characteristics, and has separate values selected
for drain and source access regions.

After calibrating the transfer characteristics, we cali-
brate the output characteristics for which we have five
distinct Vg measurements, while Vd is swept from the
linear to the saturation regime for three different Tbase

values as summarized in Table III.

TABLE III
DC BIAS SETUP FOR OUTPUT CHARACTERISTICS.

Vd (V) Vg (V) Tbase (K)

[0, 20]

-2 298-1
0 323
1 3732

From calibrating the model-generated output curves
against measurement data, we can extract parameters
corresponding to electron transport. For example, µlow

is obtained from the slope of the linear output curves,
while vsat can be determined from the saturation current
value. In addition, the saturation current measured at
different Vg values can be employed to extract β and
source access region polarization sheet charge σsource,acc

pol
as these parameters limit the ohmic sheet resistance of
the channel. The thermal resistances of GaN and SiC
are determined from Transfer Length Measurements [37]
not presented in this paper, while the electrode thermal
boundary conditions are adjusted to yield accurate nega-
tive differential resistance of the DUT under high power
levels.

Using the TCAD model, we also calibrate key tem-
poral attributes of the measured DCT data for Tbase

in the range of 298 K to 413 K. The transient pulse
train profiles for Vg and Vd are illustrated in Fig. 10,
where there is a 10 ms emission phase and a 90 ms
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Fig. 8. TCAD simulated lattice temperature heatmap (truncated view) at Tbase = 298 K, Vg = 2 V and Vd = 20 V for drain/source surface
thermal conductance of (left) 105 W/cm.K, (middle) 104 W/cm.K and (right) 103 W/cm.K.
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Fig. 9. Maximum lattice temperature vs. surface thermal conductance
for various baseplate temperatures.
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Fig. 10. DCT bias profile over time for both gate and drain. The
emission phase lasts from 0 to 10 ms, followed by a recovery phase
from 10 ms to 100 ms. Slopes of the voltage switching are not shown
whose default value is 1 µs.

recovery phase. At high Vd and low Vg, the DUT is
off, and traps mostly capture electrons and have high
occupation probability. At moderate Vd and high Vg, the
DUT is on, and traps emit electrons back into the channel
with the well-known drain-lag effect [38]. We focus on
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Fig. 11. TCAD and experiment transfer characteristics at Tbase =
298 K in (top row) logarithmic and (bottom row) linear scale.

the emission phase to better understand trap signatures
in the DUT using experimental results that average
approximately 10 repetitions of measured drain output
current. In TCAD, it is assumed that the recovery phase
is steady-state, and transient simulation begins with the
Vd switching at t = 0. The approximate switching time
for both biases are about 1 µs, the slope of which is not
shown on the vertical lines of Fig. 10 for better clarity
of time delays between drain and gate switching.

B. Calibration of the model against DC measurements

1) Transfer Characteristics: Figure 11 shows the
model-generated transfer curves overlaid on measure-
ment data for room temperature. Fittings with experi-
ments are achieved also for high temperatures but not
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Fig. 13. TCAD and experiment maximum transconductance vs.
baseplate temperature.

shown for simplicity. Our simulations faithfully capture
the threshold voltage and sub-threshold swing of the
DUT, although the gate leakage at large negative gate
bias has not been included in our model.

The transconductance obtained from the model over-
laid on measurement data is shown in Fig. 12. A
summary of peak transconductance (gmax

m ) is presented
in Fig. 13, which shows a reasonably good fit with
experimental data up to 423 K and can be further
improved for small Vd values in future work. Thanks
to the Vg-dependent saturation velocity, the non-linear
transconductance degradation observed in experiments is
correctly captured in TCAD. Our model validation shows
that vsat is constant for Vg < 0 V and linearly decreases
for Vg ≥ 0 V. This ensures that gm decreases at high Vg

values due to the stimulated emission of hot phonons at
large 2DEG concentration. There is a very subtle change
in the slope of gm near Vg = 0 V for high Vd values due
to the logistic function transition of vsat in that region.

2) Output Characteristics: Figures 14 and 15 show
the fit of the simulated output curves and the output con-
ductance, respectively, against measurement data at room
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Fig. 14. TCAD and experiment output characteristics at Tbase =
298 K.
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Fig. 15. TCAD and experiment output conductance at Tbase =
298 K.

temperature. Fittings with experiments are achieved also
for high temperatures but not shown for simplicity. In-
clusion of forward gate leakage ensures that the negative
Id regime for Vg = 2 V is also well-captured. Overall,
the model fits are robust and can be used to predict
the device performance at higher temperatures for which
measurement data is not available.
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Fig. 16. TCAD simulated (left y-axis) maximum lattice temperature
and (right y-axis) maximum temperature rise vs. output power at
Tbase = 298 K.
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Using the calibrated model, we obtain the maximum
lattice temperature of the DUT across different output
power levels, as shown in Fig. 16. As expected, for a
given output power level, the peak lattice temperature
rises. Since the lattice temperature rise for a constant
thermal resistance is given as ∆T = RthPout, all curves
at different Vg values but the same Pout fall on top of
each other. The information on lattice heating is critical
for estimating device reliability; however, measurements
typically cannot probe the hottest temperature in a
HEMT structure due to limited spatial resolution and
slow read-out rate [39]–[41] and thus our model can be
used for further reliability analysis.
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Fig. 17. TCAD and experiment peak output current vs. baseplate
temperature.
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Fig. 18. TCAD and experiment linear output conductance vs.
baseplate temperature.

We also summarize key performance metrics of the
DUT at different Tbase values in Figs. 17-19. Good
agreement of peak current (Ipeak) and linear output
conductance (G0) is observed between TCAD and ex-
periments, indicating that the linear regime and the tran-
sition from the linear to the saturation regime have been
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Fig. 19. TCAD and experiment saturation resistance vs. baseplate
temperature.

calibrated. The saturation resistance (r0) is imperfectly
matched with experiments particularly for Vg = −1 V as
experiments show non-monotonic trend with increasing
temperature, and the reason of this behavior is uncertain.
Calibration of this performance metric will be cumber-
some, and the exact trend is not easy to predict without
further experimental evidence at this point.

C. Summary of model parameters

The parameters used in the DC model to yield a good
fit with measurement data are reported in Table IV. No-
tably, the source and drain access regions have a higher
sheet charge density than the gated region to ensure that
the access region resistance is correctly interpreted by
the model and that the model fits are accurate over a
broad bias range. The surface thermal conductance of
the electrodes is on the order of 103 W/cm2.K, and
a ratio of two is kept between the sd and g thermal
conductances.

The extracted saturation velocity versus Vg is shown in
Fig. 20. The maximum vsat is 2.3×107 cm/s for negative
gate voltages, and the lowest vsat for the highest applied
gate bias in our DUT is 1.5 × 107 cm/s. Five discrete
vsat values are used for output characteristics. A custom
logistic function fitted to the discrete values serves the
purpose of joining the constant regime and the linearly
decreasing regime, and is incorporated into the transfer
characteristics specifically to capture transconductance
degradation.

D. Calibration of the model against transient measure-
ments

1) Arrhenius Plot Construction: Preceding TCAD
simulations of DCT, relevant trap-associated time con-
stants are extracted from the DCT measurements at
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TABLE IV
SUMMARY OF TCAD MODEL PARAMETERS.

Symbol Explanation Value
ΦB Schottky barrier 1.25 eV
σgate
pol Gated region polarization charge 8× 1012 cm−2

σacc
pol Access region polarization charge Drain: 1.25σgate

pol , source: 1.65σgate
pol

NUID Unintentional shallow donor concentration 3.5× 1016 cm−3

Eiron Iron acceptor energy EC − 0.5 eV
Ecarbon Carbon acceptor energy EV + 0.9 eV
κGaN Thermal conductivity of GaN thin film 130 W/K.m
κSiC Thermal conductivity of SiC substrate 350 W/K.m
Kds

th Surface thermal conductance of drain/source/SFP 1.4× 103 W/cm2.K
Kds

th Surface thermal conductance of gate 2.8× 103 W/cm2.K

µlow
n Low-field bulk electron mobility at 300 K 1400 cm2/V.s
ϵ Temperature-dependent mobility 2.2

vsat Saturation velocity Refer to Fig. 20
β0 Linear to saturation transition empirical parameter 1.4
βexp Temperature-dependent β parameter 1.5

2 1 0 1 2
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1.6

1.8

2.0

2.2

v s
at

(c
m

/s)

×107

Fig. 20. Extracted Vg-dependent vsat for our DUT. Black circles are
discrete optimal vsat choices for output characteristics, and red line
is an artificial logistic function fitted to the observed vsat and adopted
for transfer characteristics as well as capturing transconductance
degradation.

different Tbase values. We assume that the DCT data can
be represented as [42]

I (t) = A0 −
N∑
i=1

Ai exp

(
− t

τi

)
, (6)

where A0 is the DC amplitude, Ai is the transient
amplitude of the i-th trap, τi is the i-th trap’s time
constant constant, and N is the number of time constants
(or traps) present in the data. From fitting (6) to the DCT
data as shown for three typical temperatures in Fig. 21,
we find that N = 1 for all values of Tbase.

The Arrhenius plot is constructed following the steps
below.

1. After identifying the dominant time constants from
the measurement data and assuming that the lattice
temperature is the same as the baseplate tem-
perature, we construct an initial Arrhenius plot.
Further, we assume that the trap properties for the

DCT are the same as those based on DC Fe and
C properties of the sample.

2. Then, we extract the peak lattice temperature of
the device from DCT TCAD simulations.

3. The temperature of the Arrhenius plot is updated
assuming that the time constants were unaltered.

4. We update two trap properties from Arrhenius
extraction, specifically the energy of the deep level
as well as electron capture cross section, and reuse
them to re-run the DCT TCAD simulations.

5. Steps 2. to 4. are repeated until the highest tem-
perature stabilizes.

From this workflow, we found that the Joule heating for
the transient case is on the order of 10 K, so the conver-
gence typically takes only one self-consistent iteration.
The energy of the extracted trap signature is very likely
of a point defect, i.e., electron acceptor trap, according
to Fig. 22. Note that the 298 K data point is the only
temperature excluded from the Arrhenius fit because the
traps emit/capture slower, so the output current signal
in the measurements and TCAD did not stabilize at the
end of the DCT emission phase. Moreover, the activation
energy, Ea, of the extracted trap aligns with that of
Fe [21], which further confirms the electron acceptor
nature of the trap. The extracted Ea and capture cross-
section (σn) are adopted in TCAD for the deep level Fe
electron traps.

2) DCT Normalized Result: With Fe trap properties
obtained from the Arrhenius plot, the DCT character-
istics can be calibrated across all temperatures, and
here fittings for three typical temperatures are presented
in Fig. 23. The fits are normalized to minimum and
maximum current levels measured experimentally, so
our models capture only the temporal features of the
data. This is because the fabricated HEMT for the DCT
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Fig. 21. (lines) Fits with single exponential + DC component to (symbols) experiment drain current transients at Tbase = (left) 298 K,
(middle) 353 K and (right) 413 K.
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Fig. 22. Arrhenius plot constructed from the fits in Fig. 21.

measurement has slightly different gate width and differ-
ent number of fingers compared to the sample used for
DC measurements. This means that the specific current
levels of the two samples will differ, but the impact
of traps (i.e., their time-domain response) is expected
to be the same. With increased Tbase, the emission of
electrons from the trap states accelerates, leading to
an early onset of increase in current magnitude. The
initial collapse of normalized current (Inorm) observed
in TCAD simulations can correspond to many physical
reasons including but not limited to the faster electron
capture process due to the shallow UID before emission
processes take place since it is not fully occupied yet
at the beginning as shown in Fig. 24, and is widely
observed in literature as well [43]–[45]. Our TCAD
simulations show stable current at long time scales, while
measurement data shows a slight decrease in current or
Tbase = {333, 353, 373, 393, 413} K. This discrepancy
indicates that the heat dissipation of experimental sam-
ples is worse than theoretically captured, and/or there are
slower traps in the sample that were not fully identified
from the DCT data since the measurement period was
not sufficiently long.

IV. CONCLUSION

We performed 2-D TCAD electro-thermal simulations
of a fabricated AlGaN/GaN HEMT grown on SiC sub-
strate. The DC simulation were conducted assuming
drift diffusion theory coupled with Fourier’s heat and
Poisson’s equation accounting for compensation doping
in the HEMT. Inclusion of forward gate leakage current
via thermionic emission was shown to be necessary to
account for negative drain current at low Vd and high Vg.
We investigated appropriate thermal boundary conditions
of our DUT. We showed that only adjusting the bulk
conductivities of the various epitaxial layers was insuffi-
cient to capture the heat flow accurately, rather the metal
electrodes with an appropriate thermal conductance were
required to achieve the desired heat dissipation in the
DUT. DCT simulations with the same set of parameters
and formulations as DC are also performed to specifi-
cally calibrate deep-level Fe trap properties. From the
Arrhenius plot extracted through sum of exponentials
fitted to measurements, activation energy and capture
cross-section of the trap is determined. Using these
properties, qualitative fits between transient TCAD and
experiments are achieved, and we observe the same onset
time of emission current between them as well as a lattice
heating (on the order of only 10 K) much less prominent
than DC, further reassuring that the DCT signature is
due to existence of Fe in our DUTs and that the thermal
reliability is not compromised.
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Fig. 23. Normalized TCAD and experiment drain current transients at Tbase = (left) 298 K, (middle) 353 K and (right) 413 K. TCAD
maximum value tops at 90% to account for thermal noise in the measured output current.
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